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Abstract

This work considers the two way wiretap channel in which tegitimate users, Alice and Bob, wish to exchange
messages securely in the presence of a passive eavesdiygpdn the full duplex scenario, where each node can
transmit and receive simultaneously, we obtain new achlevaecrecy rate regions based on the idea of allowing
the two users tdointly optimize their channel prefixing distributions and binniogdebooks; in addition to key
sharing. The new regions are shown to be strictly larger tharknown ones for a wide class of discrete memoryless
and Gaussian channels. In the half duplex case, where a aseonty transmit or receive on any given degree of
freedom, we introduce the idea cindomized schedulingnd establish the significant gain it offers in terms of the
achievable secrecy sum-rate. We further develop an expatahsetup based on a IEEE 802.15.4-enabled sensor
boards to validate our theoretical analysis. Using thithts$ it is shown that one can exploit the two way nature of
the communication, via appropriately randomizing the ¢rait power levels and transmission schedule, to introduce
significant ambiguity ah noiseless Eve. To the best of our knowledge, this is one of the first gitsraiming towards
building practical secrecy protocols inspired by inforioattheoretic principles.

I. INTRODUCTION

In a pioneering paper [1], Shannon established the achigyald perfectly secure communication in the presence
of an eavesdropper with unbounded computational complétdwever, the necessary condition for perfect secrecy,
i.e., that the entropy of the private key is at least as lagythat of the message, appears to be prohibitive for most
practical applications. In_[2], Wyner revisited the prabland proved the achievability of a positive secrecy rate ove
a degraded discrete memoryless channel, \Hayalesssecrecy approach, by relaxing theiselessassumption and
the strict notion of perfect secrecy employedih [1]. Wyse€sults were later extended to the Gaussian and broadcast

channels in[[B] and[]4], respectively. Ia][5], Maurer showmsalv to exploit the presence of gublic discussion
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channel to achieve positive secrecy over the one way wirghapnel even when the eavesdropper channel is less
noisy than the legitimate one. In/[6], the authors considerenore practical feedback scenario where the noiseless
public channel is replaced hbgceiver feedbackver the same noisy channel. Under this assumption, it wasrsh
that the perfect secrecy capacity is equal to the capacitheimain channel in the absence of the eavesdropper
for full duplex modulo-additive discrete memoryless chelsnMore interestingly) [6] established the achievapilit

of positive secrecy rates, even under the half duplex caimstwhere each feedback symbol introduces an erasure
event in the main channel.

Our work generalizes this line of work by investigating thmdamental limits of the two way wiretap channel,
where Alice and Bob wish to exchange secure messages indéserme of a passive eavesdropper Eve. It is easy to
see that the one way channel with feedback considered irs [&]special case of this model. Using the cooperative
channel prefixing and binning technique proposed_in [7], #8bng with an innovative approach for key sharing
between Alice and Bob, we first derive an inner bound on theesgccapacity region of the full duplex discrete
memoryless two way wiretap channel. By specializing ouudltsgo the additive modul@-and Gaussian channel,
our region is shown to be strictly larger than those reportsntly in the literature [9]=[11]. The gain can be
attributed to the fact that we allow both nodes to simultaisposend secure messages when the channel conditions
are favorable. We then proceed to the half duplex settingrevieach node can only transmit or receive on the
same degree of freedom. Here, we introduce the concepinoiomized scheduling for secreayhereby Alice and
Bob send their symbols at random time instants to maximalhfuse Eve at the expense of introducoajlisions
and erasure events in the main channel. Remarkably, this approach is shownguoltrén significant gains in the
achievable secure sum rate, as compared with the traditttarministic scheduling approach. In the Gaussian
scenario, we show that the ambiguity at Eve can be furtheameed by randomizing the transmit power levels.

Inspired by our information theoretic foundation, we thezvelop an IEEES02.15.4 testbed to validate our
theoretical claims in near field wireless sensor networkerehthe distance between the legitimate nodes is
significantly smaller than that to the potential eavesdespp representative scenario corresponds to Body Area
Networks (BAN) which are being considered for a variety oéltie care applications. Here, the sensor nodes are
mounted on the body, and hence, any potential eavesdroppspected to be at a significantly larger distance
from each legitimate node. Clearly, ensuring the confidditti of the messages exchanged between sensors is an
important design consideration in this application. Asgwgran eavesdropper equipped with an energy classifier,
analytical and experimental results that quantify the edtle secrecy sum rate under a two dimensional path
loss model are derived. Overall, these results establisly#lin offered by the two way randomization concept and
establish the feasibility of our approach in realistic srérs.

The rest of the paper is organized as follows. In Sedfibn &,develop an achievable secrecy rate region for the
full duplex discrete memoryless two way wiretap channet| apecialize the result to the additive modal@and
Gaussian channel. Sectipnl Ill is devoted to the half duptenario where the concept of randomized scheduling
is introduced. Our practical implementation, using theyli8-enabled sensor boards, is described in SeCfibn IV.

The analytical and experimental results of this sectioaldsh the feasibility of our approach in near field wireless
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sensor network applications. Finally, we offer some codiclg remarks in Section]V. To enhance the flow of the

paper, the detailed proofs are collected in the appendices.

II. FuLL DUPLEX CHANNELS

In the full duplex scenario, each of the two legitimate terais is equipped with a transmitter and a receiver
that can operate simultaneously on the same degree of freetloe two users intend texchangemessages in
the presence of a (passive) eavesdropper. More specifitiadiy:*" user wishes to transmit a secret message
selected from a set aéquiprobablemessagesV, = {1,..., M}, to the other user, im channel uses, where
k =1,2. For messagev;, a codewordXy(wy) = {Xx(1),..., Xx(n)} is transmitted at a rat&®; = 1 log, Mj.
The k' decoder employs a decoding functigp(.) to map the received sequen¥g, to an estimatei;, of wy,.
The two way communication is governed bsliability and secrecyconstraints. The former is measured by the

average probability of error,

1 .
P, = L Z P{ay # wi|wg is sent, for k =1,2; Q)
wr EWi
whereas the latter is quantified by the mutual informatiakége rate to the eavesdropper, i.e.,
1
EI(WhWQ; zZ), (2)
whereZ = {Z(1),...,Z(n)} is the observed sequence at the eavesdropper. Here, wedodheperfect secrecy

rate region, where the leakage rate is made arbitrarily Ig2jalas formalized in the following.
Definition 1: We say that the secret rate tugl®;, Rs) is achievable for the two way wiretap channel, if for

any givene > 0, there exists afin, My, My, P. 1, P. 2) code such that,

1
Rl = —lOgQJ\/fl
n
1
R2 = —10g2]\/[2
n
max(Pe1,Pe2) < €
1
—I(Wy,Wo;Z) < ¢,
n

for sufficiently largen.

We note that the last condition implies that (see, e.g., Bnma 15])
1
—H(Wg|Z) > R, —efor k=1,2.
n

The secrecy capacity region is defined as the set of all aabliesecret rate tuplés®;, R>) and is denoted bg”".
Throughout the sequel we will use the following shorthanthtion for probability distributionsp(z) £ p(X = z),
p(zly) £ p(X = 2]Y =y), andp(z,y) 2 p(X = z,Y = y), whereX andY denote arbitrary random variables.
We will also uselog(z) to denotelog, (), and[a]™ to denotemax(a, 0). Furthermore, for the full duplediscrete
memoryless two way channel with an external passive eawgser(DM-TWC-E), we will use the calligraphic

letters X; and X, to denote the discrete input finite alphabets for usand user, respectively; and), ), and

June 7, 2010 DRAFT



Z, to denote the output alphabets observed at the decoderseotf ,uuser2, and the eavesdropper, respectively.

The channel is given by(yi, y2, z|z1,22) and is memoryless in the following sense.

p(yl (l), yQ(i)’ Z(i)|xi7xévyi_lvyé_1’ziil) = p(yl (l), yQ(i)’ Z(Z)|.I‘1(2),.”L'2(Z))

Our general achievable region is obtained via a coding sehiaspired by([8] where the codewor@s and C,
are drawn from the two binning codebooks and passed on tombeespective prefix channels. To maximize the
ambiguity at Eve, both the binning codebooks and channéixprg distributions are jointly optimized. In addition,
the proposed scheme involves key sharing with a block engoigichnique to facilitate the secrecy generation. In
particular, the key received from the other user during ttevipus block is used in a one time pad scheme [12]
to transmit additional secret bits. The codeword congistihthe XOR of the message and the key serves a) as
a cloud center in the superposition coding and b) as an additirandomization for the binning codebook. The
following result characterizes the set of achievable ragsg our coding scheme.

Theorem 1:The proposed coding scheme achieves the re@idor the full duplex DM-TWC-E.

peP

R £ closure of{ U R(p)} ccr, (3)

whereP denotes the set of all joint distributions of the randomadlésQ, U,, Us, Cy, Ca, X1, and X, satisfying

p(q,u1,u2, c1, ¢, 21, 22) = p(q)p(ur|qg)p(cr|ur)p(zi]cr)p(uzlq)p(ca|us)p(w2|ce) (4)

andR(p) is the closure of all rate pairsR; = R} + R{ + R?, R, = Ry + R5 + R9), with non-negative tuples

(RY, RY, kY, RY, Ry, RS, R3, R3) satisfying

Ri+Rf + R{+ R < I(C1;Y2|X2,U1,Q) ®)

R+ R{+RE+ R+ RY < I(Up,C1;Ya|Xs, Q) (6)

RS+ RE+ RS+ Ry < I(Co;Y1|X1,Us, Q) @)

RY+ Ry +RE+ RS+ Ry < I(Us,C;Y1|X1,Q) (8)

R+ Ry < I(C1;Z|Uy,Us, Co, Q) )

RS+ Ry < I(C2;Z|Uy, Uz, C1,Q) (10)

R{+ RY + RS+ RS = I(Ch,Co; Z|Uy, Uz, Q) (11)

RY+R; < Rj (12)

RY+RS < R (13)

Proof: Please refer to Appendix]A. [ ]

Remark 1:The proposed coding scheme can be used to exchange opergagessaddition to the secure ones

between Alice and Bob. messages. Specifically, %t and R;**" be the secret and open message rates of

June 7, 2010 DRAFT



transmitterk = 1,2. Then, the proposed scheme readily achieves the four-diowal rate region given by the

closure of the union (over all input probability distriboris) of the set of rate tuples
(Riecret: Ri + Rcla 4 11157R(1)Pen: RT + ?O’Rgecret: RS +Rg 4 gszgpen: R;c _i_szw)’
with the non-negative rate tuplé®y*, R{°, R}, R}, RT, RY*, RY°, R3, RS, R%) satisfying [(5){(11L) withR} = R{*+
RY°, RY = RY* + RY° and RY* + R¢ < RS, RY* + RS < Rk.
One can immediately see that the regi@ndoes not lend itself to simple computational approachesréfbre,

the rest of the section will focugrimarily on the following sub-regiorR .

Theorem 2:For the full duplex DM-TWC-E,

R¥ £ closure of ¢ | J RF(p) p SR CCF, (14)
pePF

where Pt denotes the set of all joint distributions of the random alales@, C;, Cs, X1, and X, satisfying

p(g; c1, ¢2, 1, 72) = p(q)p(c1|q)p(c2|q)p(x1|e1)p(w2|c2) (15)

andR¥ (p) is the closure of all non-negative rate tuplds,, R,) satisfying

R < I(C1;Ys|X2,Q) (16)

Ry < I(Cy11|X3,Q) 17)

Ri+ Ry < I(C1;Y2|X2,Q) + I(Co3 V1| X1, Q) — I(Cy, Co; Z|Q). (18)

Proof: Please refer to Appendix|B. ]

The above regionR ', is achievable without the need to use superposition coense refer to Remafk 2 in

Appendix(B.)

A. The Modulo-Two Channel

To shed more light on the structural properties of our achéy rate region, we now consider the special case

of the full duplex modula2 two way wiretap channel described by the following set ofuitaputput relations.

Y, = XX, Ny (19)
Y: = X{9X;d N, (20)
Z = X;0X2® N, (21)

whereN;= {Ny(1),..., N1 (n)}, No= {Na(1),..., Na(n)}, andN.= {N,(1), ..., N.(n)} are the additive binary
noise vectors impairing Alice, Bob, and Eve; respectiv&lye corresponding transition probabilities are given by:

p(N1(i) = 1) = €1, p(Na(i) = 1) = €9, andp(N(i) = 1) = €. for i = 1,...,n. The secrecy capacity region is
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denoted byC*™. In this special case, the transmitted codeword reducdsetmbdulo2 sum of a binning codeword

and an independemtrefix noise component, i.e.,

X4 CioN; (22)

X C, ® No, (23)

whereN;= {Ny(1),...,N1(n)}, No= {Ny(1),..., No(n)} are theprefix noise vectors transmitted by Alice and
Bob. The components of these vectors are generated acgddlin.d. distributions with the following marginals:
p(N1(i) = 1) = &, p(Na(i) = 1) = & for i = 1,...,n. The binning codebooks, on the other hand, are generated
according to a uniform i.i.d. distribution. We further defithe following crossover probabilities to describe the

cascade of the prefix and original channels.

plyn #ealea) = @ 2ea(l—é)+ea(l—ea) (24)
ply2 #ciler) = &2 e(l—6)+a(l—e) (25)
p(Z # (Cl D 02)|01, CQ) = ée é 66(1 — 512) + 512(1 — ee) (26)

where, €12 = &(1 — &) + &(1 — &). Using this notation, the achievable region in Theofiedm 2iced to the
following.

Corollary 1: For the full duplex modul@® two way wiretap channel

REM 2 closure of the convex hull m{ U RFM(p)} cchM, (27)

pe'PFZ\/I

wherePM js defined as,
pEM L {(6,6):0<&,6 < 1},

andR¥M(p) is the closure of all non-negative rate tupld®,, R>) satisfying

Ry < 1—H(&) (28)
Ry < 1—H(é&) (29)
Ri+Ry < 1+H(é)—H(é)— H(é). (30)

Moreover, our achievable region contains the two cornentsadf thesecrecy capacity region, namely

max Ry = 1-— H(e), and
(R] ,O)EC
Ry = 1— H(eq).
R )
Proof: Please refer to Appendix| C. ]

A few remarks are now in order.

1) The region in Corollarill is strictly larger than the onegarted in[[9],[10], as demonstrated by the numerical

results of Fig[ll. Here we compare our region with the oneeaglti by random binning and key sharing
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only; and channel prefixing only [[9, Section 5]). The regieported in[[10, Theorem 2] can be achieved
via binning without key sharing, and hence, istaict sub-region of Corollarj]1.

2) The corner points of the region in Corolldty 1 is achievgdrlAndom binning and key sharing only if
€. > max(e1, €2); and achieved by only channel prefixingeif < min(eq, €2).

3) The previous result identifies the separate role of chammedixing and binning. First, channel prefixing is
used to create an advantage of Alice and Bob over Eve; viadimé optimization ofe; andé,. Then, the

binning codebooks are used to transform this advantagesirscrecy gain for the two terminals.

B. The Gaussian Channel

In the full duplex Gaussian setting, the channel is given by,

Y =g X; + X +N; (31)
Yo =Xy + /922X + N3 (32)
Z = /g1 X1 + /92 X2 + N, (33)

wheregi1, g22, ge1, andg.o are channel coefficient®y;, N, andN, are noise vectors with i.i.d. zero-mean unit-
variance white Gaussian entries at useuser2, and Eve, respectively. We assume the average power comstra

given by

1 > (Xk(i)* < p, for k=1,2. (34)

n =1
The secrecy capacity of this channel is denoted’ B .

We definey(z) £ L log(1+2) andh(X) = — [ fx(z)log fx(x). LetCy1(i) and N1 (i) be i.i.d. with respect to the
time index, and each element is generated accordidg te N (0, p§) and Ny ~ N (0, p7), wherep§ +p = p1 —e.
The prefix channel is chosen &, = C, + N;. By the weak law of large number%, S (X1(i)? = p1 —€
asn — oo. Xy is constructed similarly to obtain the following.

Corollary 2: For the full duplex Gaussian two way wiretap channel
RFG £ closure of the convex hull o} | R¢(p) p C CFC,

pePFC
wherePFE is defined as,

PrGE {(pf, 07,05, 05) 1 5+ P < pr, o5+ p5 < pat,

andR¥¢(p) is the closure of all non-negative rate tupld®,, Ry) satisfying

J4i
R, < 35
1_7(1+p?) (39)
5
Ry < 36
2_7(1+p3> (38)
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4 p5 Pige1 + P5ge2
Rit Ry < < ) + < ) - < ) 37
! 2 K 1+ or 7 1+ 12 7 1+ Prge1 + P8 Gge2 ( )

Proof: The proof follows by extending Theordm 2 to continuous randariables, where we also S| = 1,
and use the convex hull operation. [ ]

In Fig. 2, we compare the region of Corolldry 2 with the follog special cases: 1) Both users implement
cooperative binning and key sharing without channel prefixand 2) One of the users implements individual
secrecy encodingd [2], the other helps only with channel xirefi The same trends of the moduloease are
observed here except for the fact that channel prefixing doeschieve the two extreme points Bf . We note
that the region reported in_[10, Theorem 2] can be achievedrpfementing binning without key sharing, and
hence, is a sub-region of Corolldrl 2. The schemé in [10,i@e&4] is either binning only at both users, or binning
at one user and channel prefixing (jamming) at the other T$&r.resulting regions are subregions of Corolldry 2
(the first one is a subregion of the red-dashed region andebens one is the green-dotted region in Elg.

Next, we compare our results with that 6f [11]. Let,

P 1—« P +1" !
ge1L1 Ge2172

— Py) — —_— 38
’Y<1 ge2l2> « |:7( 2) 7(1 gelll):|‘| ( )

R} is obtained by reversing the indices above. Then, the aahlewate region proposed in [11] is given by the

convex hull of the following three points:
[0,0], [y, 0], and [0, Rj).

We note that the regio®R”"“ given in Corollary[2strictly includes this one. (The proof of the inclusion part is
given in AppendiXD.) Fig[ B demonstrates the fact that theduision can be strict. The same figure also includes
the achievable region obtained bgckward key sharing onlyn this scheme, users utilize only the one time pad
scheme in a time division manner where the node first receisexret key and then uses it to secure the message.
The corresponding region can be described as follows. Let

+
N : _ _ ge2 o
Rl—arg[%glmln{am»(l o) [m) 7(“961131)] } (39)

Rg is obtained by reversing the indices above. Thaokward key sharingchieves the convex hull of the following
three points:
[0,0], [R!,0],and [0, RY].

Note that, this is a subregion @& (given in Theoreni]l), in whiclCs is used to transmit secret key from user
2 to userl, andU; is utilized to transmit secret message in a one time pad o‘asl@omparingRI and Rj in
Fig.[3, we can see that this scheme can achieve higher raashb ones reported in [11]. We also remark that
this example is an evidence of the fact that the region in Témagl strictly includes that of Theoremh 2. (That is,
RFCR asRI ¢ RY but RI € R for the Gaussian channel.) In summary, the region in Thedidéncludes all

the stated regions as special cases.
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IIl. HALF DUPLEX CHANNELS

Ouir first step is to define the following equivalent full dupleodel for the half duplex channel.

Definition 2: For a given half duplex channel governedifys, z|x1), p(y1, z|22), p(z|z1, 22), @andp(y1)p(y2)p(2)
an equivalentfull duplex channep* (y1, y2, 2|21, x2) is defined as follows.

We allow the channel inputs to take the valuestifi = { X}, 0}, where() represents the no transmission event.
Similarly the channel outputs take values)¥ = {J, 0}, where() represents the no reception event (due to the
half duplex constraint). Then, for th& symbol time, the full duplex channet(y1, iz, 2|21, z2) is said to be in
one of the following states:

1) z1(@) € X4, x2(i) = 0 : User1 is transmitting, use® is in no transmission state.

2) z1(i) = 0, z2(i) € X» : Userl is in no transmission state, usiiis transmitting.

3) x1(i) € X1, x2() € X : Both users are transmitting.

4) z1(i) = 0, z2(i) = 0 : Both users are in the no transmission state.

Accordingly, the channeb*(y1, yo, 2|21, z2) is given by

p(y2, z|21)Z(y1,0), for statel

(
P (Y1, Y2, 2|71, 22) = Py, 2|e2)L(u2,0), for state2 (40)
p(zlx1, 22)Z(y1, 0)Z(y2, 0), for state3
p(y1)p(y2)p(2), for stated,

whereZ(x,y) = 1,if x =y andZ(x,y) = 0, if = # y; andp(ys, z|x1), p(y1, z|x2), p(z]z1, 22), @ndp(y1)p(y2)p(2)
are given by the half duplex channel.

Using this definition and our results for the full duplex cheh we obtain the following result.

Corollary 3 (Deterministic Scheduling)The following regionR~? is achievable for the half duplex DM-

TWC-E with deterministic scheduling.

RHE-P £ the closure of{ U RHD(P)} ; (41)

pEPH P14 Psa=1

wherePH denotes the set of all joint distributions of the random aklesq, C;, Cs, X, and X, satisfying
p(g, c1,¢2, 21, 22) = p(g)p(c|g)p(cala)p(zi|er)p(z2]e2), (42)
RHE=P(p) is the closure of all non-negative rate tuples;, R») satisfying

Ry

IN

P I(Cy;Y>|Q, state 3 (43)

Ry

IN

Py I(Co;Y1]Q, state 2 (44)
Ri+ Ry < PqlI(Cy;Ys|Q,state 2 — I(Cy; Z|Q, state 3]
+Puo[I(C2; 1|Q, state 3 — I(Cy; Z|Q, state 3], (45)

and the channel is given by (y1, y2, 2|21, 22).
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Proof: The proof follows by Theorerhl1 with the channel given B%(yi, y2, z|z1,x2). In each block we
randomly select a stat§ = k with probability P,;. We replaceQ = {Q, S}, where the random sequense
represents the channel states (and given to all nodes). Theahinformation expressions are averaged accordingly
as we invoke the achievability scheme according to chartatgés The achievable region can be represented with
the given description, where the inputs are chosen suchatbainly utilize statel and2 as the state8 and4 do
not increase the achievable rates. ]

The previous region is achievable with a deterministic dafing approach whereby the two users Alice and Bob
agreea-priori on the schedule. Consequently, Eve is made aware of the ideh&bw, in order to further confuse
eavesdropper, we proposenavel randomized scheduliregheme whereby, in each channel use, éseiill be in
a transmission state with probabilify,. Clearly, this approach will result in collisions, wastisgme opportunities
for using the channels. However, as established shoréyg#in resulting from confusing Eve about the source of
each transmitted symbol will outweigh these inefficienéremany relevant scenarios. To simplify our derivations,
we assume that all the nodes can identify perfectly staigo transmission state). Furthermore, we also give Eve
an additional advantage via informing her of the symbol durations belonging to stat&’hese assumptions are
practical in the Gaussian channel, where the users can esedhived power levels to distinguish these states. The
following result characterizes the corresponding achik/aegion.

Corollary 4 (Randomized Schedulingyhe regionR¥ is achievable for the half duplex DM-TWC-E with ran-
domized scheduling.

R £ closure of U RE(p) 3, (46)
pePH 0< P, P><1

wherePH denotes the set of all joint distributions of the random alalésQ, C,, Cs, X1, and X satisfying
p(g, c1,¢2, 21, 22) = p(g)p(cr|g)p(ca|a)p(zi|er)p(z2]e2), (47)
RH(p) is the closure of all non-negative rate tuple?;, k) satisfying

Ry

IN

Pl(l - PQ)I(Ch}/Q'XQa Q7State 3 (48)

Ry

IN

(1 - P)PRI(CY1| X1, Q, state 2 (49)
Ri+Ry < Pl(l — Pg)[(Cl;YvﬂXg, Q,State :D + (1 — Pl)PQI(CQ;Y1|X1, Q,State a
—P1P21(01, CQ; Z|Q, state 3 — (Pl(l — PQ) + (1 — Pl)PQ)I(Cl, 02; Z|Q, state 1 or 2, (50)
and the channel is given by (y1, y2, 2|21, 22).
Proof: Please refer to Appendix E. [ ]
Similar to the full duplex scenario, we now specialize owgufes to the modul@ case. We model this channel as

aternary inputchannel where the third input corresponds to the no-trasson event. This way, the three nodes

can identify the symbol intervals when no one is transngttifhose symbols will, therefore, be identified and
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erased, and the crossover probabilities correspondinget@ther three states are given by,

p(z # ci|only userl is transmitting €1 Zec(1—&)+e&(l—e)

p(z # colonly user2 is transmitting €2 2 e(1—&)+é&(l—e)

€e

p(z # (c1 ® c2)|both users are transmittipg

whereé,. is given as in the previous section. Moreover, for sameus € [0, 1], we define the followings,

p(y1 = 1lonly user2 is transmitting = /i3 = &(1 — p2) + po(l — &) (51)
p(y2 = 1lonly userl is transmitting = jip 2 é(1 — p1) + pa (1 — é) (52)
p(z = 1|only userl is transmitting = pe1 2 eo1 (1 — 1) + p1 (1 — €e1) (53)
p(z = 1|only user2 is transmitting = p1e2 2 €ca(l — p2) + po(l — €e2) (54)
p(z = 1|both users are transmitting =  fic £ é.(1 — p12) + p12(1 — &), (55)

where,é; andé, are given as in the previous section, and = 1 (1 — u2) + u2(1 — p1). Using these definitions,
the following result is obtained.

Proposition 1: The set of achievable rates for the half duplex modutero way wiretap channel is given by,

RYM £ closure of the convex hull oR | ] R (p) ¢, (56)
pePHM

wherePHM s defined as,
PHM = {(617627M17M27P17P2) :0 S E17627M17M27P11‘P2 S 11 }7
and RHM (p) is the closure of all non-negative rate tuplgs;, R,) satisfying

Ry < Pi(1 - Py)(H(ji2) — H(é2)) (57)

Ry < Py(1— P1)(H () — H(é)) (58)

Ri+Ry < Pi(1-PR)(H(jiz) - H(é))+ P(1— P)(H(fn) — H(é))
— PLPy(H (fie) — H(é))
—(P(1—-P)+P(1-P))
(H(ueldl + feads) — 0.5H (dyer + doeea) — 0.5H (dy (1 — €1) + dgm)) ,

where

Pi(1-P)
di = , and 59
! Pi(1—Py)+ Py(1— Py) (59)

d = 1—4d. (60)
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Proof: Please refer to AppendiX F. ]
The advantage offered gndomized scheduling best demonstrated in the following example. First, wesoles
that cooperative binning and channel prefixing scheme déterministicscheduling fails to achieve a non-zero
secrecy rate if Eve’'s channel i®t more noisy than the legitimate channels. Now, consider thigetess case, i.e.,
€1 = e = ¢, = 0. By settingu; = pup = P = P, = 0.5, ¢ = 0, andé; = 0.5, Propositior ]l shows that the

randomized scheduling approach allows ukéo achieve a secure rate & = 0.25 — 0.5(1 — H(0.25)) > 0.

The final step is to specialize the region to the GaussianreHamith half duplex nodes. Eve is again assumed
to perfectlyidentify the no transmission and simultaneous transmisstates. We select codewords and jamming
sequences as Gaussian (with powgrsind i, respectively). In addition, to further increase Eve’s ayulty, users
jointly set (p + pi)ger to the same valug, (assuming the channel knowledge at both users). The fallpwésult
is readily available.

Proposition 2: The set of achievable rates for the half duplex Gaussian teyp wiretap channel is given by,

RHE 2 closure of the convex hullof |J R7%(p)
pePHG
where P& is defined as,

PHG £ {(ptljvp?vpgapgvplvjt)?) 0< P, P <1, (ptlj +p711)gel = (p§ +p3)ge2 = Pr;
Py(p§ +p1) < p1, Pa(ps + p3) < p2},

andR¥%(p) is the closure of all non-negative rate tuple?;, k) satisfying

51
R < Pi(1-P 61
1< Rl - Py () )
R2<P2(1—P1)7< s ) (62)

- 1+ ph

pi P5
Ri+Ry<P(l—P Py(1— P, WZ|Cy, Co) — h(Z), 63
kR < A= P (T ) P = A (T2 )+ hizin 0 - h2) 3

where
Pige1 + p59e2 1
h(Z)— h(Z|Cy,C = PP + (Pi(1 — Py)+ Py(1 — P;))=log(2 1+ p,
(@)= M2\ Co) = Py (PR 4 (B (1= ) 4 Pall = P og2re(1+ )
(Pi(1—Py) + Py(1- P))) / fer () fos (DR(Z1i. fdf e, dic,
(64)
and
fzi00,0,(21,5) = diN(i, 1+ pYger) + daN(j,1 + phge2), (65)
Pl(l—Pg)

di = 66
! Pi(1—P)+P(1—-P)) (66)
dy = 1—d. (67)
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We remark that the ambiguity at Eve can be further increagedabdomizing the transmit power levels at the
expense of more receiver complexity (due to the non-colerature of the transmissions). We implemented this

randomization idea in the next section, where the compleggue is resolved by using energy classifiers.

IV. RANDOMIZATION FOR SECRECY. PRACTICAL IMPLEMENTATION

In this section, we study a more practical half duplex Garssetting where the channel coefficients are
determined by the distance-based path losseiDayeometric model. Our focus will be devoted to the symnaetri
case where the two messages have the same rate. Withoutssngfigenerality, Alice and Bob are assumed to be
located on thex-axis at opposite ends of the origin and Eve is assumed toda¢eldoutside a circle centered around
the origin of radiusrg at an angled of the x-axis. Thiskey assumption faithfully models the spatial separation,
between the legitimate nodes and eavesdropper(s), whatlacterizes near field wireless networks (e.g., BAN). The
performance of the proposed secure randomized schedwimghanication scheme will be obtained as a function
of rg and the distance between Alice and Bob, i&yz. In the discrete-time model, the signals received by the

three nodes in thé symbol interval are given by

Vi) = (= Z(Xa(0)] [Galda 2 Xa ()e M+ 52X (i)e M4 + Na (i)

&
=N
~.
=
I

1= TG (0)] [Ga(dag > Xa (e 4% + gy X (i)e 7072) + N (i)]

N
—~
~.
=

Gp(dy e > X1 (i)e e 1 d %2 Xy (i)eIkdmE) 4 N, (i),

wherek is the wave numberZ,, Gg and Gg are propagation constants which depend on the receive renten
gains, andx is the path loss exponent which will be taken2tas in the free space propagation scenario. (One can
easily extend our results for other scenarios with diffeqgath loss exponents.) For further simplicity, we restrict
ourselves to binary encoding implying that (i { V(i) 0, \/—} wherep(i) is the instantaneous signal
to noise ratio at unit distance in th€ symbol interval if Alice decides to transmik (i) = 0 if Alice decides
not to transmit. The same applies #,(i). p(i) is selected randomly in the randgmin, pmay, by varying the
transmit power, according to a distribution that is knoavpriori to all nodesZ (X, (7)) is the indicator function,
i.e.,Z(X1(i)) =1if X1(i) # 0 and zero otherwise. In order to ensure the robustness ofesults, we assume
that Eve employs a large enough receive antenna,Geg.,>> 1, such that the additive noise effect ifi can
be ignored. We assum64 = G = 1, and a hard decision decoder at both the legitimate re¢sjvand the
eavesdropper. We considemezemoryleslassifierC used by Eve to identify the origin of each received symbol,
i.e., the decision is based only on the power level of the mesesymbol in the current time interval. Here,, and
Py represent the probability of miss detection and false glaespectively. Furthermore, we ugg,, to denote
the probability of symbol error given occurrence of the ndesection event. Finally, we use the following notation:
b(z) = 7Z‘O ﬁe#dt.

The deterministic scheduling paradigm is represented Byree Division Multiplexing scheme whereby only a
single message is transmitted in any given time frame, aadefitimate receivefamsthe channel with random-

content feedback symbols at random time intervals. Moreiipally, the receiver will transmit a feedback symbol
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at any time interval with probability. This feedback will result in erroneous outputs at the ednggsper due to
its inability to identify the symbols corrupted by the ramdéeedback signal and erasures at the legitimate receiver
due to the half duplex constraint. As argued|ih [6], this scees capable of completely impairing Eve in modulo-
additive channels. In oureal-valuedchannel, however, a simple energy classifier based on thageeceived
signal power|[[13] can be used by Eve to differentiate betwamnupted anchon-jammedsymbols. To overcome
this problem, we use pre-determined distributions for thagmit power of both the data symbaofs, and feedback
symbols f>. This randomized power allocation strategy is intendechtwease the probability ohisclassification
at Eve. The following result characterizes the achievahte with this scheme.

Theorem 3:Using the proposed TDM protocol with randomized feedbaadtt power allocation, the following

secrecy rate is achievable at each user.

R, = 0'5,8?;103);2 {r&icn{[RM — RE]+}} , (68)
where
= (1o 5)
PmPem
RE: (1_6(1_Pm)_(1_5)Pf) (1_H(1—B(1—ﬁpm)—|(1—B)Pf))
Proof: Please refer to Appendix]G. ]

In randomized scheduling approach, each node will trangmimessage in randomly selected time intervals,
where a single node’s transmitter is active in any given timerval with probabilityP;, and the transmit power level
is randomly selected according to the distributjforConsequently, there are four possible states of bothrtrittiess
in any particular time interval. Due to our noiseless assumption, the eavesdropper'srenteitl easily identify
silenceintervals. Eve’s challenge, however, is to differentiatéveen the other three states. letind B represent
the transmission event of Alice and Bob, respectively. &irlyi, A° and B¢ are the complementary events. Finally,
we let £; — FE5 to denote the occurrence of evelit and its classification by Eve as evelit, and denote the
probability of error given that the evetitl, B) was mistaken fo(A, B¢) by the classifier a$,(4,5)—(4,8¢)- The
following is the achievable secrecy rate with the two wayd@nization approach.

Theorem 4:Using thetwo way randomized scheduling and power allocation protoite following secrecy rate
is achievable at each user.

Ry = %E?}((Ile{icn([Rﬂ,{ —max(Rga, Rep)|1)), (69)

Ry =P,(1-P) <1—H <1—¢( pm";)))
dap
plEA)
e ()
(EB)
oo 52)
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Dy = PtQP(A_’B)H(AyBc) + P (1- Pt) P(AC,B)%(A,BC) + P (1-F) (1 - P(AyBC)%(A“-,B) - P(A,BC)%(A,B))
Dp = P?P(a,B)—(ac,B) + Po (1 — Pt) P gey—sac,) + Pr (1 — P) (1 — Plac By—(a,Be) — Plac,B)y—(a,B))
PEA) — P?2P(4,B)—(a,89)Pei(a,B)>(4,B¢) + 0.5P; (1 — P;) Piae p)—(a,B¢)

PPB) = P2P 4 gy (ac.5)Pei(a.B) - (a¢,8) + 0.5P; (1 — P.) Pa pey(ae.3)
and D4, Dg represent the portion of symbols classified by Eve as beangtnitted by Alice or Bob respectively.
Proof: Please refer to Appendix]H. [ ]
One can argue that the achievable secrecy rate increasgsiasreases. The reason is that a largewill impair
Eve’s ability to differentiate between the symbols trartsedi by Bob and Alice. The following result characterizes
the secrecy rate achievable in the asymptotic scenario when> dap.
Corollary 5: Let Rmax be the achievable secrecy raising the randomized scheduling and power allocation

schemewvhenrg — oo. Then,

Rimax = m}__(}x([RM -(1-(01- Pt)Q)(l — H(0.25))]7), (70)
where
Ry =P (1—P) <1 —H <1 ¢ ( pmi’;)))
dap
Proof: Please refer to AppendiX . ]

A. Numerical Results

In our numerical examples, we assume a uniform power digtdab for both Alice and Bob, and a threshold-
based energy classifier is used by Eve. Our noiseless assanmplies that Eve will decode the received symbols,
corresponding to concurrent transmissions, as the symtitiistne higher received signal power. To simplify the
calculations, we further assume that Alice and Bob use seificerror control coding to overcome the additive
noise effect. More precisely, Alice and Bob are assumed ¢casgmptotically optimal forward error control coding
and that their received SNR is above the minimal level rexglifo achieve arbitrarily vanishing probability of error.

Fig.[4 reports the achievable secrecy r&eof Theorem$ B andl4 at different values for the distance r?rrng\rxo
(dmin = min(dag, dBE), dmax = max(dag,dpg)). A few remarks are now in order.

1) Itis evident that our two way randomization scheme aasehigher rates than the TDM scheme. The reason

is the added ambiguity at Eve resulting from the randonumaith the scheduling algorithm.

2) The lower secrecy rates for smaller valuesggnﬂi is due to Eve’s enhanced ability to capture the symbols

transmitted by the node closer to her.
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3) The rates plotted in Figl 4 were found to be very close teehaf a classifier that does not erase any received
symbols, i.e., jammed symbols are always classified as felgrto a single node and forwarded to Eve’s

decoder.

B. Experimental Results

We implemented our experiments on TinyQS|[14] using TelosBe® [15], which have a built-in CC2420 radio
module [16]. The CC2420 module uses the IEEE 802.15.4 stdadiathe2.4 GHZ band [17]. Our setup consists
of four nodes, equivalent to Alice, Bob, Eve, and a Gatewayuam The Gateway acts as a link between the
sensor network and a PC running a java program. Our expetiime€livided into cycles. During each cycle, the PC
works as an orchestratahrough the Gatewaythat determines, using a special messadg®GGER-MS@ whether
Alice should send alone, Bob sends alone, or both send camtly: It also determines the power level used for
transmission. These decisions are based on the transmssibability P,. Upon receiving the broadcast TRIGGER-
MSG, each trusted node transmit®DATA-MSGwhile Eve will start to continuously read the value in the &eed
Signal Strength Indicator (RSSI) register (the RSSI vaaselby the CC2420 module is a moving average of the last
8 received symbols [16].). Eve then transfers the RSSI regdirom the memory buffer to the Gateway node which
will forward them to the PC in aRSSI-MSGFor each cycle, the java program stores the received R@8ings for
further processing by the energy classifier (implementeMATLAB). When transmitting data message3ATA-
MSQ from Alice or Bob, each node constructs a random payload6fldytes using the RandomMIcg component
of TinyOS, which uses the Park-Miller Minimum Standard Gewer. Each symbol i©9-QPSKmodulated [[1[7]
representingl bits of the data. We also had to remove the CSMA-CA mechaniem the CC2420 driver in order
to allow both Alice and Bob to transmit concurrently. Figaik is worth noting that the orchestrator was used to
overcome the synchronization challenge in our experinhesgaup. In practical implementations, Bob (or Alice)
could start jamming the channel upon receiving the Startrafrfe Delimiter (SFD).

In our implementation of the energy classifier, the discredéure of the transmit power levels is taken into
consideration. First, the eavesdropper was given the aalyarof having the classifier trained on a set of readings
taken by running the experiment in the same environment &itldeasame node locations as those for which the
classifier would be later used. In the training phase, owsdiar is given prior information on the configuration,
power levels selected for each node, and the measured R&Jhge at each cycle. It then finds the mean and
variance of the measured RSSI values for each transmitt@drdevel for Alice and Bob when each of them sends
alone in a cycle. Any received symbol is classified as beiagsimitted by either of the communicating nodes. This
choice is based on our third observation on the rates platteelg. [4. When running the classifier, maximum
likelihoodrule is employed, where the following expression is evaldat

max; fa;,(y) 4
max; f5,(y) B
and the symbol is classified accordingly, where (y) is the value of the approximated Gaussian distribution of

measured RSSI values when soufcds the only transmitter with power levél In a practical implementation, the
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length of a cycle is the duration of a single symbol, and heirceur setup the classifier bases its decision on a
single RSSI reading. In evaluating the classifier perforreame use the transmission scenario indicating the actual
status of the transmitters in each cycle and compare themthat classification results to obtain the probability of
each possible misclassification event. We also assumeithafse of concurrent transmission, Eve can correctly
decode the symbol received with the higher signal poweruggested in[[18]. This assumption is used to calculate
the values off’. 4, B)—(a,B°) @aNd P4, ) (4, B)- We also use the same set of data to train and run a classifier fo
the TDM protocol described above. Here, we only considetesyahen Alice’s transmitter is active, and consider
Bob’s concurrent transmission gamming

Our experiments were conducted in a hallway environmengratonly few scatterers exist (only the wall
structure). We train, run, and evaluate our energy clasdifien use the resulting probabilities in the rate expoessi
of Theorem[B and Theorem 4 to find the achievable secrecy.rkigs.[5 and b report these results in two
representative configurations. In the first, Alice and Bab glaced at the same location withg = dgg = 20/t,
whereasdag = 1ft anddgg = 20ft in the second. We note that the measured difference of etesignal
power values from both transmitting nodes was found t@di® and19dB for Configurationd and2, respectively.
This implies that the maximum rates in F[d. 6 and Hiy. 5 shdiddcompared to the value @t in Fig.[4 at
jﬁ"x = 0.79 and0.11 respectively. We believe that this difference between lle®tetical and experimental results
can be attributed to hardware differences and the deviaifaihe actual channel from the simplistic free space
model used in our derivations. More specifically, we obsehat the maximum secrecy rates for the two ways
randomized scheduling scheme in our experimental resikfightly lower than those calculated numerically. The
reason is Eve’s enhanced ability to distinguish betweertwlresources of transmission due to the discrete nature
of the selected transmit power values. Nevertheless, tpergrental results establish the ability of our two way
randomized scheduling and power allocation scheme toaepierfect secrecy in practical near field communication
scenarios where the distance between Eve and legitimatesneill be larger than the inter-node distaneegn if

Eve is equipped with a very large receive antenna.

V. CONCLUSION

In this paper, we used the cooperative binning and chanaékprg approach to obtain achievable secrecy rates for
both the discrete memoryless and Gaussian full duplex twowieetap channels. In the proposed scheme, channel
prefixing is used to creatan advantagdor the legitimate terminals over the eavesdropper whictraasformed
by the binning codebooks into a non-trivial secrecy ratéomegA private key sharing and encryption was used to
distribute the secure sum rate between the two users. Weirtreduced the idea of randomized scheduling and
established its fundamental role in the half duplex two wasetap channel. Numerical results that illustrate the
performance gains offered by joint binning and channel yiredi and randomized scheduling were reported. Our
theoretical analysis revealed the ability of the proposadiomizationapproach to achieve relatively higlcure
transmission rates under mild conditions on the eavesa@rdppation. Our theoretical claims were further validated

by extensive experimental results using IEEE 802.15.4ledsensor boards in near field communication scenarios.
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APPENDIXA

PROOF OFTHEOREM

First, we fix p(q), then generate a sequengewhere the entries are i.i.d., and each entry is randomlgemo
according top(q). The sequencg is then given to all nodes before the communication takesepla

Codebook Generation:

Consider usek € {1,2} that has a secret messagg € Wy, = {1,2,..., M}, and a private keyof € W =
{1,2,..., MF}. For a given distribution(ux|q) and the sequenag, generatel/}* i.i.d. sequencea}g/ (wy), where
w € [1,---, Mp = 2"'Bi], For each codeword} (w!), generateM; Mf MM = 2 (Rit Bi+Ri+Ri—o) jjd.
sequences] , where M = MMZME, andp(c?’ [u}’) = [[', p(ck(i)|u(i)). Randomly distribute these into
double indexed bins, where each bin Bdg M = 27 (Fi+Fi—<) codewords, and is indexed by the tuple;, w}),
wi € {1, Mg =27y, wg € {1, , Mp = 27}, andwi € {1,---, M = 27 %}, These codewords are
represented by} (w!, ws, wk, w?, w?).

Encoding: We use a block encoding scheme, where the full message @nitied over B blocks, each of length
n/, andn = n’/B. In the rest of the proof, we use bold face letters to reptegectors of block length'. In each
block, each user will transmit a private key in addition ® fihessage, and the other user will use this private key
in the next block to secure its message fully or in part. Wetdh® block indices for readability. In any given
block, userl will send the corresponding block messagesvefc W, and the randomly selectad? € W¥. The
message indexu(;) is used to select a tuplev;, @}, w?), wherew} (w9) is encrypted intaw} (respectivelyw?)
using the private keyos = [wh!, wh?] received from the other user in the previous block. In otherds, letb?,
b9, b¥, b, bk, andb}? be the binary representations af‘, @¢, w!, w¢, wk', andwk? respectively. Then,
by = by @ bk!, andb$ = b @ bk2. Here,w! is used to select the cloud center of the super position gogiee,
e.g., [19]), (w3, w¥) is used to select the bin index, and the codeword index withénbin is given by(w¢, w?),
wherewy is randomly selected according to a uniform distributiodote that, due to one time pady is also
uniformly distributed.) Thus the corresponding codewofd(w?, w$, w¥, w$, w¥) is selected. Then, the channel
input, x’f', is generated using the distributi@iiz |c1). A similar encoding scheme is employed at ugeAs the
messages transmitted in different blocks are independatisfying the reliability and security constraints focka
block guarantees their application for all messages trdtesirin an arbitrarily large number of blocks.

Decoding:

Consider a messagg} received at the receiver of usér Let A7, be the set of typicalq” , u} (wy),
ey (wy, ws, wh, w, w),y"') sequences. A8’ — oo, the decoder will selectwy, w3, w5, wg, w¥) such that,

’ ’ ’ ’ ’
(@, uy (wy), e (wg,w, wy,ws, wi),y7 ,x7") € A,
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if such a tuple exists and is unique. Otherwise, the decodelates an error. Note that the decoder’s estindgte
is determined by(w3, wY, w$, wr), wherew? is the private key sent by usérin the previous block. Decoding at
receiver2 is symmetric and can be described by reversing the indicasd 2 above.

Probability of Error Analysis:

For any givere > 0, receiverl can decode the corresponding messages Rith< e for sufficiently largen’, if
Ry + RE+ R§+ RE < I(Co;Vi|X1,Us, Q) (71)
Ry + Ry + Ry + R+ Ry < I(Uz, 02 Y1|X1,Q) (72)

By symmetry, a similar condition applies to receiZto haveP. ; <, i.e.,

R+ R¥ 4+ RS+ RY

IN

I(CI;YVQ|X21U17Q) (73)

RY+ R} + R¥ + RO+ RY

IN

I(Uy, C1; Y2|X2,Q) (74)
Equivocation Computation: Consider the following argument.
HOVE W WEWS(Z) S HOVE Wi WS, W31Z.U,, Uz, Q)
= H(WF W7, Wy, W3, Z|U1, Uz, Q) — H(Z|U1, Uz, Q)
= H(WL, WP, Wy, W3, Cy, Ca, Z[Uy, Uz, Q) — H(Z|U, U, Q)
— H(Cy, G| WY, Wi, Wy, W5, Z, U1, Uz, Q)
= H(Z|Cy, Co, Wy, W}, W5, W5, U1, U, Q)
+ H(WF, WP, Wy, W3, Cy, C2|Uy, U, Q)
— H(Z|U1, Uz, Q) — H(Cy, Co|WF, Wi, Wy, W5, 2,U1, U, Q)
= [H(Z|C1,C2,U1,U2,Q) — H(Z|U1, Uz, Q)] + H(C1, C2|U1, U2, Q)
— H(Cy, G| WY, Wi, Wy, W5, Z, U1, Uz, Q)
—n'I(Cy,Ca; Z|U1, Uz, Q) — n'e1 + H(Cy, C2|Uy, Us, Q)
— H(Cy, Go| WY, Wi, Wy, W5, Z, Uy, Un, Q), (75)
where (a) follows from the fact that conditioning does natréase the entropy, (b) follows from the fact that, given
U, Uy, Q, (W, W, Wk W3) — (Cy,Cs) — (Z) is a Markov Chain, and (c) follows froth(C1, Cz; Z| Uy, Us, Q)

<n'I(Cy,Cy; Z|Ur,Usa, Q)+n'e; with e — 0 asn’ — oo for a discrete memoryless channel (see, €.9., [2, Lemma

8)).
Here,
H(Cy,C3|U., Uy, Q) = n/(RF + R + RS + R* + RE + R + RS + RE — 2¢), (76)

as, givenU;, Uy, Q) = (uy, uz, q), the tuple(Cy, Cy) has2®’ (B +Ri+R{+RT + Ry +R3+ RS+ R5 ~2c0) possible values
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each with equal probability, and,
H(Cy, Co| W = wh, W = wi, W = wh, W5 = w5, Z,U; =uy, Uz =up,Q = q) < ney (77)

for e — 0 asn’ — oo. This follows from the Fano’s inequality, as the eavesdespgran decode the randomization

indices (w¢, w¥, wg, w¥) given (w, w;, wk w3) if the following conditions are satisfied.

RS+ B < 1(Cy: Z1Co, U, Us, Q) e
RS+ RS < 1(Co: Z1Ch, Ur, Us, Q) 7o
R{ + R{ + R+ R§ < 1(C1,Cy; Z|U1, U2, Q) .

By averaging oveiVf, Wi, W¥, W3, Uy, Uy, andQ, we obtain
H(ClaCQ|W1]€7W157W2]€7W257ZaUlaUQaQ) Sn/627 (81)

Now, once we set,
R{+ Ri + R5 + R; = I(C1, Cy; Z|Uy, U, Q), ®2)

and combine [(@5)[(76)[_(81), and {82), we obtain

1 S S S S
WH(Wf,Wl,Wf,WQ |Z) > R¥ + RS + RS + RS — (€1 + €2 + 2¢0) (83)

and (e; + €2 + 2¢p) — 0 asn’ — oo.
Sincew! (w¥) is used as a private key to secure the part of the messagedcarivy, w$ (wy, w3, respectively)
with the one time pad scheme, the secrecy constraint

1
—H(W1,Wa|Z) > Ry + Ry — ¢ (84)
is satisfied ([[1]) if

RY + RY

IN

RY (85)
Ry+ RS < Rf (86)
where we set?; = RY + R? + R{ and R, = RY + RS + R5.

Finally, we note that?} = Ry = R$ = R$ = 0 for the first block. However, the impact of this condition dret

achievable rate diminishes as the number of blaBks> co. The region achieved by the proposed scheme is given

by (1), [72), [(7B),[(74) [(28) [{T9)(BOL (85), arid(86).
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APPENDIXB

PROOF OFTHEOREM

For a given distributiorp € PF, let

Is £ 1(C1;Y2|X2,Q) — I(C1; Z|Q),

I; 2 I1(Cy; V1| X1, Q) — 1(C2; Z|Q),

and
Is £ 1(C1; Y2| X2, Q) + I(Co; Y1| X1, Q) — I(Ch, Co; Z|Q).

If Is < 0, we setR; = R, = 0. Hence, we only focus on cases for whigh > 0. This implies thatlg > 0
and/orl; > 0. (As I < 0 andI; < 0 implies thatl/s < 0.) We detail the proof for the following cases.
Case 1. Iy > 0 andI; > 0 for the givenp € PF.

We setlU;, U, as deterministic an®¥ = RY = 0 in Theoren{l, and obtain that

Ri+RY+ R+ Ry < I(C1;Y2]X2,Q)2 1L (87)
RS+ RS+ RS+ Rs < I(Cy;Y1]X1,Q) £ 1o (88)
R{+ Ry < I(C1;Z]C5,Q) = I (89)

RS+ R < I(C;Z]Ch,Q) £ 1 (90)

R+ R+ RS+ R = 1(C1,C;Z|Q) 2 I (91)
R} < Rj (92)

Ry < RY (93)

As Ig > 0, I; > 0, andIg > 0, we can choose the rates as follows:
o If I(Cy;Y1|X1,Q) > I(Cy; Z|Ch, @), then we choose
R} =0, Ry = RS, Rf = [[(C1,C2; Z|Q) — 1(Ca; Y11 X1, Q)]
R} = 1(C1;Ya| X2, Q) — RS — [I(C1, 02 Z|Q) — 1(Cas V1| X1, Q)]
Rk =1(C1;Z|Q) — [I(C1,Ca; Z|Q) — I(Ca; V1| X1, Q)] ", RS = 0, RS = I(C1,C2; Z|Q) — Rs — Ry,
Ry = [[(Cy; Y1|X1,Q) — I(C1, O Z|Q)].
o If I(C2;Y71|X1,Q) < I(Co; Z|Ch, @), then we choose
R = I(C1; Y2| X2, Q)—1(Cy, Ca; Z|Q)+1(C2; Y1| X1, Q), RY = I(C1, Co; Z|Q)—R3, Ry = 1(C2; Y1 X1, Q),
and the remaining rates equal to zero.

These choice ohon-negativeates satisfy conditions in_(87)-(93), and hence we canezehihe rate pair
(Ry =1 — [Is — L]*, Ry = [I, — I5]™).
Similarly, by reversing the indices above, the rate pair

(Ri=[L —Is)",Ro =L — [Is — I1]")
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is achievable. Now, combining these two achievable poirgsobtain the following achievable region: The set of

non-negative Ry, R) pairs satisfying

R < I (94)
Ry < Iy (95)
Ri+Ry < Ii+1I—1Is (96)

are achievable.
Case 2: Iy > 0 and I; < 0 for the givenp € PF.

We setlU; andC, as deterministic and choose the following rates in ThedrHutler rates are chosen to b

RY = I(C1;Ya]Xs,Q) — I(Cy; Z|Us, Q) — RS (97)
Ry < I(Cy;Ya|Xs,Q) — I(Ch; Z|Us, Q) (98)
RY = I(Cy:Z|U2.Q) (99)
RY = min{l(UyYi]X1,Q), R} (100)

We renaméd/, above ag’,. Then, for the givep € PF with I > 0 and; < 0, the following region is achievable.

Ry < I(C1;;Y2|Xs,Q) (101)
Ry, < I(Co:Y1]X1,Q) (102)
Ri+ Ry < I(C1;Y2|X2,Q) — I(C1; Z|Ca, Q) (103)

Case 3: Iy < 0 andI; > 0 for the givenp € PF.

Reversing the indices everywhere in case 2 above, we olftaifotiowing achievable region

Ry < I(C1;Y2|Xs,Q) (104)
Ry, < I(Co:Y1X1,Q) (105)
Ri+ Ry < I(Co;Y1|X1,Q) — I(Co; Z|C1, Q) (106)

Combining the above cases completes the proof.

Remark 2: The above scheme either uses the one time padded privateskayeaof the two selectors for the
randomization index (Case 1), or does not employ the randiomirty coding scheme and only uses the private
key at one of the user (User 2 in Case 2, and User 1 in Case 3elHan superposition coding is present. We
should also note that the achievable rates proved abovesasCaand 3, can be higher than that of the statement.

However, as already mentioned, we only use this Theorem ammesspecial case of Theordr 1.
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APPENDIXC

PROOF OFCOROLLARY [1I

We set|Q| = 1 in Theoreni? and take the convex hull of the achievable ratescompute the following terms.

I(C1;Y2|X2,Q) = H(Y2|X2) — H(Y2|Cy, X2)
< 1- H(é) (107)
I(Co; V1| X1,Q) = H(Y1|Xy) — H(Y1]|C2, X1)
< 1—H(é) (108)
I(C1;Y2|X2,Q) + I(Cy; 1| X1,Q) — I(C1,C2: Z1Q) = (H(Y1|X1)+ H(Y2|X2) — H(Z))

+(H(Z|C1,C2) — HY1|C2, X1) — H(Y2|C1, X2))

By noting that,

HY1|X1) + H(Y2|X2) - H(Z) = (H(X2®N1)+H(X1® N2) — H(X1® X2 @ Ne))
= H(X;®Np)+H(X1®Nz) — HX2® N1 & X1 & N2 & N)
H(X;®N1)+ H(X1®Nz) — HX2® N, @ X1 Na)
= H(X;®Ni)+H((X20 N © X1 @ No)|[(X2 @ Ny))

—H(X;® N1 ® X1 ® Na)
= H((X2® N1),(X2® N, X1 & Ny)) — H(X, &Ny X1 D Na)

= H((Xo® N)|(Xo® Ny @ X1 @ Ny))

IN

1 (109)

where (a) follows by settingV, = N; & N, & N., (b) follows from the fact that conditioning does not incsea

entropy, we conclude that,
I(C1;Y2| X2, Q) + 1(Co; Y1[ X1, Q) — I(C1,C2; Z|Q) < 1+ H(é.) — H(é1) — H(éa), (110)

The proof is complete by combining the terms ifi__(107),_{1@8)d [II0) with Theorerhl2. We note that
equality applies in the three mentioned terms when the bl@saC;, C; are drawn from the uniform distribution

over{0,1}.

APPENDIXD

THE REGIONRFE INCLUDES THAT OF [11]]

We utilize the time sharing parameter as follows. it {1,2}, whereq = 1 with prob. (1 — «) andg = 2

with prob. . The remaining distributions are as follows.

June 7, 2010 DRAFT



24

« For g=1, we set’; as deterministic and(; = N, for channel prefixingC-> and N, are generated with full
powersP, and P, respectively.
« For g=2, we set’; as deterministic and(, = N, for channel prefixingC’, and N, are generated with full

powersP; and P;, respectively.

With this choice the region in Theordm 2 reduces to the fdlhgw

Ry < I(C1;Y2|X2,Q) = ay(Pr) (111)
Ry < I(Cy:V1|X1,Q) = (1 —a)y(P) (112)
Ri+ Ry < I(C1;Y2|X2,Q) + I(Co; V1| X1, Q) — I(C1,C2; Z|Q) (113)
- _ _ ge1 P1 o Ge2 P
= P+ a-anr) o (220 S aman ((222) @
Let
P
R 2 ~(Py) — M) 115
Kk = 7(P2) 7(1+961P1 : (115)
and
P 1"
A - gel1 L1 1
Ri(a) = |ay(Pr) {ow <71+962P2> (1 oz)RK} (116)

If Rg <0, thenR; =~(p1) — 7(111222) is achieved by setting = 1 in the above region. IRy > 0, then the

rate R («) is achievable. AR} = m[%xll R;(a) for Ri > 0, the point[R7, 0] is achievable. The achievability of
ac|0,

[0, R3] can be obtained similarly, and hence, the region of Thedieéntl®des that of[[I1].

APPENDIXE

SKETCH OF THEPROOF OFCOROLLARY [
The channep* (y1, y2, z|z1, z2) with statest given to users reduces to the following equivalent channel.

p(y2, z|21)Z(y1,0), for statel

$k p(y1,2|x2)f y?a@)a for state2
P (Y1, Y2, 2|T1, 72) = (117)
p(z|z1, 22)Z(y1, 0)Z(y2, 0), for state3

Z(y1,0)Z(ya, 0)Z(2,0), for state4,

—~~

Note thatp** (y1, y2, 2|21, 22) is not equivalent te* (y1, y=, z|z1, x2). We describe coding scheme for the channel
p**. The channep** will be equivalent top*, if the nodes can classify the stateof the channel.

We first consider the channel betweenandy. over a block ofn’ channel uses. There afg(1— P;)n’ symbols
for which the channel is in state 1 (law of large numbers). $ymbols for state 2 havg, = () are deleted. (These
correspond to symbols that have = ().) The symbols corresponding to stateof the channel can be modeled
as random erasures. (There dgP,n’ such symbols with high probability as gets large.) Finally, the channel
outputs corresponding to state 4 will be erased (as there igamsmission from user 1). Therefore we consider
coding over[P;(1 — P») + P, P|n’ symbols betweern:; andy-, for which P, P,n’ symbols are erasures (a$

gets large).
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We first define the followings.

ni = P(1-P)n (118)
ns = (1— PP’ (119)
ns = PPy (120)
ni = (1—P)(1— P (121)

In the codebook design, we generaté(Fi +Ri+RI+E) codewords denoted by *" of lengthn + ns. For
each symbol time, with probabilityl — P;) we inputz; = @ (no transmission event); and with probabilify
we generate the channel input according top(z:|c;) using the next symbol ire}* ™. If there is no remaining
symbols inc**", we inputxz; = 0 (the effect of this diminishes as’ gets large). Similarly, we generate
on’ (B3 +R3+R3+R3) codewords denoted byi2 " of lengthny + ng, and map it toxy .

For the decodability, the typical set decoding is employed.example, the decodemvill select (wh, ws, w¢, w¥)
such that,

(@™, e (wf, wi, wf i), y5 ) € AT (state ).

Here, the remaining symbols iyg' are deleted as they are equal (o The equivalent channel is the random
mapping ofc!' " to x]* 1", from whichnz; symbols are randomly erased and the remaining ones genérate

Here the error probability (averaged over the ensemble)oeamade small, if
n
RE+R{+R{+Rf < —1(C1:Ya|Xo, Q. state ) (122)
S o} T n
RE+ RS+ RS+ RS < Ff](@; Y1|X1,Q, state 3 (123)
To show that the secrecy constraint is satisfied, we follogvdteps similar to that of Appendix] A. Due to key

sharing it suffices to show
1

nl

H(WE W WE WS|Z") > RF+ R+ RS+ R; —e, (124)
for sufficiently largen’, together with

R? < R and (125)
Ry < R (126)

Here, the latter is used to ensure that there are sufficienmbeu of key bits (from the previous block) to secure
messages that are carried in the open part (of the curreck)bland the former is satisfied (from the equivocation

computation provided in Appendix]A) if the rates satisfy fb#lowings.

RO+ RY < "1;;"21(01; Z|C,, state 1 or 2+ %I(Ol; Z|Cy, state 3 (127)

RS+ RE < MM210, 7)0y state 1 or 24 “21(Cy; 2|0y, state 3 (128)
n n

RO+ RE+ RS+ R = 200y 0y Zjstate 1 or 2+ 21(Cy, Cy; Z|state 3, (129)
n n
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Then the region obtained by equatiohs (|122), {123).1(1228), (127),[(12B), and (129) can be simplified (using

the same steps given in Appendik B) to obtain the statedtresul

APPENDIXF

PROOF OFPROPOSITIONT
The proof follows by Corollary}4, where we sgp| = 1 and compute the followings.
I(C1;Ya| X2, Q, state 3 = H(jio) — H(é) (130)
I(Co: V1| X1,Q,state 3 = H(j) — H(é&) (131)
and the eavesdropper’s observed information is given by,
I(Cy,Cy; Z|state 3 = H(fic) — H(éc) (132)
I(Cy,Co; Z|state 1 or 2 = (H(perdy + pe2da) — 0.5H (d1€c1 + do€ez) — 0.5H (dr (1 — €c1) + daeea)),
where the last equality is a direct results of the followirgnputation.
H(Z|C, = 0,Cy = 0) = H(dy€ee1 + daeea)
H(Z|C, =1,Co=1)=H(Z|C; =0,C3 =0)
H(Z|Cy =1,Cy = 0) = H(d1(1 — €01) + daecn)
H(Z|C1 =0,Co=1)= H(Z|Cy =1,Cy = 0)

APPENDIXG

PROOF OFTHEOREMI[3|

Consider the time intervals when Alice is transmitting cededs to Bob. Leta,,, ag denote the fraction of
symbols erased at Bob and Eve; and™) PP denote the probability of erroneously decoding a receiyeaml
given that it was not erased at Bob and Eve, respectively.@yag the appropriate random binning scheme [2],

the following secrecy rate is achievable ( [4], Theorem 3).
R=m(a§<{[f(X;Y) — I(X; 2)]"},
p(x

where X denotes the inpuy” and Z denote the outputs at Bob and Eve, respectively. Consiglehia transition

model for this channel, we see
H(Y|X) = H(aar) + (1 - apr)H(P.OD),
Now, let P X (i) = v/p(i)} = T and P{X (i) = —/p(i)} = 1 — II. Then,
H(Y) = H(am) + (1 — ap)HI(1 = P.) + (1 - mP.M),
andmaxy H(Y) = H(ay) + (1 — aar) whenIl = 0.5. This results in

r;l(ggd(X;Y) = %?(H(Y) —H(Y|X)) = (1-an)(1 - H(P.M)) (133)
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Similarly, max I(X; 7) = (1 - ap)(1 - H(P).

Following the half duplex assumption, all data symbols ¢raitted during the same time interval of a feedback
transmission will be considered as erasures at the led@imeceiver’s channel. Therefore, as the frame length
T — oo, apr = B. For the rest of the symbols, the probability of symbol efsgrthe hard decision detector will
be
p(i)

da”

P.M@i=1-¢

On the other hand, feedback transmissions will introdua®diag errors at Eve. Noting that— P,, of those

corrupted symbols will be detected by the energy classifierget
ap =B(1—Pn)+(1-B)Pf

_ BPmPe\m.

PE)
1-— ap

e

Combining these results, we obtain

max [(X;Y)

p(z)

I
—
|
=
/N
=
|
T
/N
N~
-
S
=
=
~
~__—

> (1-8) (1—H(1‘¢( din;“)))

A
= Ry

and denotingRg = (1 — ag)(1 — H(PE(E))), we havemax I(X;Z) = Rg, and

p(z)

R = max([[(X;Y) — I[(X; Z)|") > [maxI(X;Y) —maxI(X;Z)|" > [Ry — Rg|™. (134)

p(z) p(x) p(z)
Finally, we consider anax-minstrategy whereby the legitimate receiver assumes thatabesdropper chooses its
position around the perimeter of the circle and the energgsifier's mechanisr@ to minimize the secrecy rate
R,. Accordingly, the legitimate receiver determines the piulity of random feedback transmissighand both
the data and feedback signal power distributignsnd f, to maximize this worst case value (note that the rate is

scaled by0.5 to account for the time division between the two nodes). Weiob

R, = 0.5 max {minR} .
B.f1.f2 | 6,C

APPENDIXH

PROOF OFTHEOREM[4]

Due to symmetry, we only consider the secrecy rate of Alice&ssage to Bob. Following the previous proof,

we have the following achievable secrecy rate,
R = [(1—am)(1—HEP.M)) = (1—-ap)(1-HPEP.))",

wherea),s, ag denote the fraction of symbols erased at Bob and Eve;}aﬁﬁ‘[), Pe(E) denote the probability

of erroneously decoding a received symbol given that it watsemased at Bob and Eve, respectively. Using half
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duplex antennas, each node will be able to decode a symbwniitted by the other node only when its own
transmitter is idle and the other node’s transmitter isvactThese two conditions are simultaneously satisfied with
probability P;(1 — P;) yielding apy = 1 — P:(1 — P;). We also see that

p(i)

Pe(M)(Z):l_d) d a
AB

The symbols classified by Eve as being transmitted by Alicebedong to one of three categories. The first, which
takes place with probability; (1 — ;) (1 — Pla,Bey—(ae,B) — P(A,Bc)_)(A,B)), represents the portion successfully
detected and correctly decoded by Eve. The second corrésgorsymbols transmitted by Bob and misclassified
as belonging to Alice; with probability’; (1 — P;) P e py—a,B<). Those symbols are independent from the ones
transmitted by Alice, and hence, have a probability of being different. The third category, with probability
PtQP(A,B)_}(ABc), corresponds to concurrent transmissions that arerasiedby Eve’s classifier and misclassified
as Alice’s symbols. The probability of error in these synshisldenoted by, 4 5)—(4,5<)- Combining these, we

get

aEzl—DA

—og
R = {(1 —an)(1 - HEM) - (1 - ap) (1 - H (Pe(E)))Tr

v

(R (R ) R (R s

And the same result applies to the secrecy rate of Bob’s mgessaEve by using,

g = 1— DB

(EB)

pm _ P

¢ 1-— ap
Finally, in order to achieve symmetric secure communicgtive set both rates to the minimum of achievable
secrecy rates for the two nodes. We follow the same min-mategly as given in the proof of Theoréin 3 to obtain

the lower bound orR,.

APPENDIX |

PROOF OFCOROLLARY[G

By ignoring the noise effect at Eve, symbols where both tratisrs are active will be correctly decoded at
Eve as the symbol with the highest transmit power. Hencé) wit prior information regarding the source of any
transmitted symbol, Eve will not erase any symbol, Eg.€ {(A, B°), (A°, B)}. Moreover,Pg, .5, = 0.5 for all
six possible combinations df; and E», P4, p)—r,=0.25 for the two possible values @h. By applying those
values, we get:

Rga = Rpp = Pi(1—0.5P,)(1 — H(0.25))
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These values are achieved by employing a symmagettimedetector at Eve, i.eRgp4 = Rgp, and each symbol
has to be decoded as being transmitted either by Alice or Bolever, Eve may choose to maximize the value
max(Rga, Rpp) by either maximizing only one of those values at the cost afimizing the other, or by allowing
its decoder tanatchthe same symbol to different sources, e.g../tgt _,(4,5-) = 1 for all possible values ot;,

then,
Da=1-(1-P)?

note thatP, (g, (4,B<)) remains the same. By applying the resulting probabilitiethe last example, we get the

rate in [70). It is obvious that by symmetry, haviag = (A¢, B) for all symbols results in the same rate.
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Fig. 1. Boundaries of achievable rate regions for the meduthannel, where; = 0.2, e2 = 0.3, e = 0.25, and 1 = p2 = 0.5. The

outer bound is the capacity of the two way channel withoutstherecy constraints.
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Fig. 2. Boundaries of achievable rate regions for the Gaansshannel, whegi1 = g22 = 1, ge1 = 10, ge2 = 0.1, andp; = 1, p2 = 100.

The outer bound is the capacity of the two way channel witlibatsecrecy constraints.
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Fig. 3. Boundaries of achievable rate regions for the Gansshannel, whegi; = g22 = 1, ge1 = 5, ge2 = 0.1, andp; = p2 = 1. The
outer bound is the capacity of the two way channel withoutstherecy constraints.
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Fig. 5. B vs. Rs in different configurations for the one way TDM schenf&, = 0.5Ry; — Rg]t. We consider the case when Alice is the

transmitter and Bob is the legitimate receiver.
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Fig. 6. P: vs. R, in different configurations for the randomized schedulimgnmunication schemeRs = [Ry;-max(Rga,ReB)]l™T.
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