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Abstract—The Private Information Retrieval (PIR) problem
has recently attracted a significant interest in the information-
theory community. In this problem, a client wants to download
one or more messages belonging to a database while protecting
the identity of the downloaded message(s). In this paper, we focus
on the scenarios in which (i) the entire database is stored on a
single server and (ii) the client has prior side information, namely
a subset of messages unknown to the server. Such prior side
information is necessary to enable efficient private information
retrieval in the single server scenario.

In the last decade, there has also been a significant interest in
Locally Recoverable Codes (LRCs), a class of storage codes in
which each symbol can be recovered from a limited number of
other symbols. More recently, there is an interest in cooperative
locally recoverable codes, i.e., codes in which multiple symbols
can be recovered from a small set of other code symbols. The
central problem in this context is given a set of code parameters
to design an LRC scheme that includes a locally recoverable code
along with encoding, decoding, and repair functions.

The paper establishes an equivalence between the single-
server PIR schemes and LRC schemes. In particular, we present
explicit algorithms that transform a given PIR scheme into an
LRC scheme and vice versa. We show that (i) PIR schemes
for retrieving a single message are equivalent to classical LRC
schemes; and (ii) PIR schemes for retrieving multiple messages
are equivalent to cooperative LRC schemes. These equivalence
results allow us to recover upper bounds on the download rate
for PIR schemes, and to obtain a novel rate upper bound on
cooperative LRC schemes. Our results cover schemes based on
both linear and non-linear codes.

I. INTRODUCTION

The Private Information Retrieval (PIR) problem is one of
the important problems in theoretical computer science [2].
The setting of the problem includes a client that needs to
retrieve a message belonging to a database with copies stored
on a single or multiple remote servers. The message needs to
be retrieved in a way that satisfies the privacy condition, i.e., a
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PIR scheme must prevent the server from identifying the index
of the retrieved message. The theoretical computer science
community has primarily focused on the settings with small
message sizes with the objective to minimize the total number
of bits uploaded to and downloaded from the server [3].

Unfortunately, the classical models for private information
retrieval were seen limited adoption in practical settings, see,
e.g., [4]. One of the reasons is that they do not capture well the
requirements and constraints imposed by real-world storage
systems. In particular, classical cryptographic PIR schemes
are designed to optimize the total amount of communication
between the user and the databases, i.e., the sum of lengths
of each query (upload) and each answer (download). While
this model is adequate for settings with small messages, these
techniques do not scale well for large messages.

Starting with the seminal work of Sun and Jafar [5], the
multiple-server PIR problem has received a significant atten-
tion from the information and coding theory community with
breakthrough results in the past few years (see, e.g., [6]–[9],
and references therein). The information-theoretic approach
has focused on a practical setting with large message sizes
with the goal to minimize the ratio of the total number of
downloaded bits to the message size.

Recently, the single-server PIR with Side Information (PIR-
SI) problem was considered in [10], [11], wherein the client
(also called the user) knows a random subset of messages that
is unknown to the server. It was shown that the side infor-
mation enables the user to substantially reduce the download
cost and still achieve information-theoretic privacy for the
requested message. The multi-message extension of PIR-SI,
which enables a user to privately download multiple messages
from the server, was considered by Heidarzadeh et al. [12] as
well as Li and Gastpar [13].

It is well known in theoretical computer science community
that there is an equivalence between classical multi-server
PIR schemes and a class of error-correcting codes called
locally decodable codes (LDCs) (see, e.g., the surveys [3],
[14]). LDCs allow one to locally decode an arbitrary message
symbol from only a small subset of randomly chosen codeword
symbols, even after a fraction of codeword symbols are
corrupted by an adversary. The equivalence between PIR and
LDC schemes is given in terms of reductions of the following
form: the existence of a multi-server PIR scheme guarantees
the existence of an LDC (with appropriate parameters), and
vice-versa (see, e.g., [3], [14]).
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Continuing with this theme, in this paper, we show
that single-server PIR-SI schemes are equivalent to another
class of codes with locality called locally recoverable codes
(LRCs) [15]. To the best of our knowledge, this paper is
the first to show an equivalence between a PIR problem and
LRCs. LRCs are a class of erasure codes that enable one to
recover an erased codeword symbol from only a small subset
of other codeword symbols. In particular, in an LRC with
block-length n and locality r, every codeword symbol can be
recovered (also called repaired in the storage context) from
at most r other codeword symbols [15]. Rawat et al. [16],
[17] extended the notion of local recovery to cooperative local
recovery. Specifically, in a cooperative LRC with block-length
n and (r, `) locality, every subset of ` codeword symbols can
be recovered (or repaired) from at most r other codeword
symbols. The central problem in this context is given a set
of code parameters to design an LRC scheme that includes a
locally recoverable code along with encoding, decoding, and
repair functions.

In this paper, we focus on equivalence between PIR-SI and
LRC schemes. We say that a PIR-SI scheme and an LRC
scheme are equivalent if there exists an explicit construction
that transforms (reduces) a given PIR-SI scheme into an
LRC scheme (with appropriate parameters), and vice versa.
In particular, we show that single-message PIR-SI schemes
are equivalent to LRC schemes, and multi-message PIR-SI
schemes are equivalent to cooperative LRC schemes. We
present explicit algorithms that transform a given PIR-SI
scheme into an LRC scheme with appropriate parameters, and
vice-versa. Our detailed contributions are as follows.

Our Contributions: We focus our attention on the single-
server PIR-SI problem in which a user wishes to download D
messages from a database of K messages (over a finite field
Fq), stored on a single remote server. The user has a random
subset of M messages, referred to as side information, whose
identities are unknown to the server.

First, we focus on the scalar-linear case wherein the answer
from the server is of the form EX[K], where E is a T ×K
matrix with entries over Fq , and X[K] = [X1 · · · XK ]T ∈ FKq
denotes the set of messages. When the user wishes to protect
only the identities of the requested messages, we show the
following results:
• Equivalence between single-message (D = 1) PIR with

Side Information schemes and scalar-linear LRC schemes
(Theorem 1). In particular, we show the following: Any
solution E ∈ FT×Kq to a single-message PIR-SI problem
is a parity-check matrix of an LRC with block-length K,
dimension K − T , and locality M . Moreover, given a
parity check matrix H of an LRC with block-length K,
dimension k, and locality M , it is possible to construct
a single-message PIR-SI scheme with download rate
1/(K − k), where E is a column-permutation of H .

• Equivalence between multi-message (D ≥ 2) PIR with
Side Information schemes and cooperative scalar-linear
LRC schemes (Theorem 2).

• As corollaries to Theorems 1 and 2, we derive upper
bounds on the download rates for single-message PIR-SI
problem (Corollary 1) and multi-message PIR-SI problem

(Corollary 3), respectively. In addition, we derive a tight
upper bound on the rate of a cooperative LRC for the
regime ` > r (see Corollary 4 and Remark 3). We
note that the bound in Corollary 1 coincides with the
one derived in [11]. On the other hands, the bounds in
corollaries 3 and 4 are new. We compare these bounds
with the known bounds in Remarks 2 and 3.

Next, we consider the case when the user wants to pro-
tect both the identities of the requested messages and that
of the side-information, referred to as (W,S)-PIR-SI.1 We
show an equivalence between capacity-achieving (W,S)-PIR-
SI schemes and maximum distance separable (MDS) coding
schemes2 (Theorem 3). Finally, we lift the restriction of
scalar-linear solutions, and consider generic PIR-SI and LRC
schemes encompassing scalar-linear, vector-linear, and non-
linear coding schemes (Theorems 4 and 5).

To show that a PIR-SI scheme can be transformed into
an LRC, we use the following key observation. In order to
guarantee privacy, it is necessary that the answer from the
server in any PIR-SI scheme should satisfy the following
condition: any D messages can be recovered from the answer
and some set of M other messages.3 Similarly, an LRC code
can be used to construct an answer that satisfies this property.
However, this property is not sufficient to ensure privacy.
The main challenge in transforming an LRC into a PIR-SI
scheme is that, to ensure privacy, one needs to introduce
randomization while generating user queries. We achieve this
by randomly permuting the messages in a judicious manner
such that recovery and privacy are guaranteed.

Related Work: LRCs were introduced in [18]–[20], and
the study of the locality property was galvanized with the
pioneering work of Gopalan et al. [15], which established
a trade-off between the minimum distance of a code and
its locality analogous to the classical Singleton bound. Since
then, a series of results have extended the code distance
bound for a given locality for various types of codes along
with corresponding optimal code constructions achieving the
distance bound (see, e.g., [21]–[27], and references therein).
The notion of cooperative LRCs was considered in [16], [17].

Both LRCs and PIR-SI schemes have been shown to be
related to index coding [28], [29], (see [30] for an excellent
recent survey). In [10], [11], it was shown that any solution to
the single-message PIR-SI problem must be a solution for a
specific class of index coding problems. References [31], [32]
showed a duality between index coding and LRCs. We note
that it is possible to show that a linear single-message PIR-
SI scheme is related to an LRC (with appropriate parameters)
by using the results in [11], [31], [32]. However, the results
in [11], [31], [32] are not sufficient for proving the reverse
direction (i.e., given an LRC scheme, it is possible to design
a PIR-SI scheme), and the proof requires new techniques (see

1Here, W denotes the demand index set and S denotes the side information
index set. We use the term (W,S)-PIR-SI to reflect the fact that the user wants
to protect (W,S) jointly.

2It is worth noting that an MDS code with dimension k can be considered
as an LRC with locality r = k.

3This is formalized in lemmas 1, 4, and 10 for the single-message scalar-
linear case, multi-message scalar-linear case, and single-message non-linear
case, respectively.
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Sections IV-A and IV-B and Remark 4 for details). In addition,
we give a direct and simple proof for both directions for linear
as well as non-linear settings without constructing index codes
as an intermediate step.

II. PRELIMINARIES

Notation: For integers a and b, a | b denotes that a divides
b. For a positive integer K, denote {1, . . . ,K} by [K]. Let
Fq denote the finite field of order q, where q is a power of
a prime. For a set {X1, . . . , XK} and a subset S ⊂ [K], let
XS = {Xj : j ∈ S}. For a positive integer P , let 1P and 0P ,
respectively, denote the all-one and all-zero row vectors of
length P . Let ej be a unit (row) vector of length K such
that its j-th entry is 1 and the other entries are 0. For a set
W = {W1,W2, . . . ,WD} ⊆ [K], let IW be a D ×K matrix
whose i-th row is eWi

. For a T ×K matrix E ∈ FT×Kq , let
〈E〉 denote the row-space of E. For a subset S ⊂ [K] and a
matrix (resp. vector) E, let ES denote the T × |S| submatrix
(resp. subvector) consisting of the columns (resp. coordinates)
of E indexed by S. For a vector v, let Supp (v) denote the
support of v. For a subspace C ⊂ FKq , let C⊥ be its dual
subspace, i.e., C⊥ = {v ∈ FKq : vT c = 0,∀c ∈ C}.

A. Single-Server PIR with Side Information

We briefly overview the single-server PIR with side in-
formation problem [11], [12]. Consider a server containing
a database that consists of a set of K messages X [K] =
[X1 · · · XK ]T , with each message being independently and
uniformly distributed over Fq . A user has the knowledge of a
subset XS of messages for some S ⊂ [K], |S|= M . The user
is interested in privately downloading D (1 ≤ D ≤ K −M )
messages XW from the server for some W ⊆ [K] \ S,
|W |= D. We refer to W as the demand index set and XW as
the demand. We refer to S as the side information index set
and XS as the side information.

Let W and S denote the random variables corresponding
to the demand and side information index sets, respectively.
We assume that the side information index set S is distributed
uniformly over over all subsets of [K] of size M , i.e.,

pS(S) =

{
1

(K
M)
, S ⊂ [K], |S|= M,

0, otherwise.
(1)

Further, we assume that the demand index set W has the
following conditional distribution given S:

pW |S(W | S) =

{
1

(K−M
D )

, W ⊆ [K] \ S, |W |= D,

0, otherwise.
(2)

We assume that the server does not know the realization of
the user’s side information index set S and demand index
set W and only knows the a priori distributions pS(S) and
pW |S(W |S).

To download the set of messages XW given the side
information XS , the user sends a query Q[W,S] to the server.
We assume that the query is a stochastic function of (W,S)

and is independent of the messages in the side information.4

The server responds to the query it receives with an answer
A[W,S] over FTq . We assume that the answer is a deterministic
function of the query and the messages. Let Q[W,S] and A[W,S]

be the corresponding random variables.

Definition 1. Any scheme consisting of a query and an answer
is referred to as the PIR with side information (PIR-SI) scheme
if the query and answer satisfy the following two conditions.

1. Recoverability: From the answer A[W,S] and the side
information XS , the user should be able to decode the
desired set of messages XW for any (W,S), i.e.,

H
(
XW | A[W ,S],Q[W ,S],XS ,W ,S

)
= 0. (3)

2. Privacy: We consider two notions of privacy as follows.
(i) W -privacy: The server cannot infer any information

about the demand index set from the query, answer,
and messages, i.e.,

I
(
W ;Q[W ,S],A[W ,S],X [K]

)
= 0. (4)

(ii) (W,S)-privacy: The server cannot infer any infor-
mation about the demand index set as well as the
side information index set from the query answer,
and messages, i.e.,

I
(
W ,S;Q[W ,S],A[W ,S],X [K]

)
= 0. (5)

We refer to the case of D = 1 as single-message PIR-SI,
while the case of D ≥ 2 as multi-message PIR-SI.

The rate of a PIR-SI scheme is defined as the ratio of the
message length (log q bits) to the total length of the answers
(in bits) as follows:5

R =
D log2 q

H
(
A[W ,S]

) , (6)

where H(·) denotes the Shannon entropy measured in bits. The
capacity of W -PIR-SI (resp. (W,S)-PIR-SI) is defined as the
supremum of rates over all W -PIR-SI (resp. (W,S)-PIR-SI)
schemes for a given K, M , and D.

B. Locally Recoverable Codes

Let C denote a linear [n, k] code over Fq with block-length
n and dimension k. We say that the i-th coordinate of a code
C has locality r if, for every codeword c ∈ C, the value of ci
can be recovered from some other r symbols of c. The formal
definition of locality is as follows (see [15]).

Definition 2. An [n, k] code C has (all-symbol) locality r, if for
every coordinate i ∈ [n], there exists a set R(i) ⊂ [n] \ {i},
|R(i)|≤ r, called a repair group, such that, for every code-
word c ∈ C, the symbol ci is a linear function of the

4Note that, in general, the query may depend on the content of the side
information. However, a query that does not depend on the content of the side
information is universal in the sense that it achieves privacy for all realizations
of the messages. Therefore, we restrict our attention to such universal queries
in this work, similar to [10]–[12].

5We focus our attention to the download rate similar to [5]. This is because
the download rate dominates the total communication rate when the message
size is sufficiently large as compared to the size of a query.
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symbols cR(i). In other words, for every c ∈ C, it holds that
ci =

∑
l∈R(i) λlcl, for some λl ∈ Fq , ∀ l ∈ R(i). An LRC

with these parameters is referred to as an [n, k, r] LRC.

We refer to the linear function used to recover the i-th
coordinate as its repair function. It is straightforward to see
that the i-th coordinate of C has locality r, if and only if the
dual code C⊥ contains a codeword c′ of Hamming weight at
most r+ 1 such that the i ∈ Supp (c′). To see this, note from
Definition 2 that we have ci =

∑
l∈R(i) λlcl, and thus, there

exists c′ ∈ C⊥ such that Supp (c′) = {i} ∪ R(i), c′l = λl
for each l ∈ R(i) and c′i = 1. Therefore, the repair functions
for all coordinates of C can be concisely represented using a
parity-check matrix of C.

Example 1. Let us consider a [7, 3] Simplex code C, which is
a dual of a [7, 4] Hamming code. In particular, C encodes
three information symbols {a, b, c} into seven symbols as
{a, b, c, a+ b, a+ c, b+ c, a+ b+ c}. It is easy to see that any
symbol can be recovered from two other symbols. For instance,
a can be recovered from b+ c and a+ b+ c.6

In [15], it is shown that the minimum distance dmin (C) of
an [n, k, r] LRC C is upper bounded as

dmin (C) ≤ n− k −
⌈
k

r

⌉
+ 2. (7)

Further, it is shown that any systematic code with locality
for information symbols that achieves equality in (7) must
follow a specific structure [15]. We state below the structure
theorem [15, Theorem 9], adapted to the form useful for our
setup.

Proposition 1. [15] Let C be an [n, k, r] code, where r | k,
r < k, and n = k + k/r. Define Γ (i) = R(i) ∪ {i}. Then,
for any i, j ∈ [n], i 6= j, we have either Γ (i) = Γ (j) or
Γ (i) ∩ Γ (j) = ∅.

LRCs (and in general erasure codes) are typically used to
add some redundancy to the data. Therefore, along with an
[n, k] code C, one needs to specify (i) an encoding function
that maps messages from Fkq to the codewords of C, (ii) the cor-
responding decoding function that maps the codewords back to
the messages, and (iii) repair functions for all coordinates. We
refer to an LRC C together with its encoding, decoding, and
repair functions as a locally recoverable coding (LRC) scheme.
For linear codes, a parity-check matrix suffices to concisely
represent encoding and decoding functions (see, e.g., [34]).7

As discussed before Example 1, repair functions for a linear
LRC C can also be concisely represented using a parity-check
matrix of C. Thus, we describe a linear LRC scheme using a
parity-check matrix of the underlying LRC. Later, when we
consider non-linear schemes in Sec. V, we explicitly consider
encoding, decoding, and repair functions.

6In fact, every symbol of the [7, 3] simplex code has three disjoint repair
groups [33]. Further, note that, even though the [7, 3] simplex code is not
optimal with respect to the distance upper bound in (7), it is optimal with
respect to a field size dependent rate upper bound established in [33].

7In practice, a systematic encoding may be preferred. However, we do not
focus on this aspect in this paper.

C. Cooperative Locally Recoverable Codes

Let C denote a linear [n, k] code over Fq with block-length
n and dimension k. We say that the code has (r, `)-cooperative
locality if, for every codeword, it is possible to repair any `
symbols from at most r other symbols. The formal definition
is as follows (see [16]).

Definition 3. We say that an [n, k] code C has (r, `)-
cooperative locality, if for any subset of ` coordinates ∆ ⊂ [n],
|∆|= `, there exists a set R(∆) ⊂ [n] \∆, |R(∆)|≤ r, such
that, for every codeword c ∈ C, the symbols c∆ are linear
functions of the symbols cR(∆). An LRC with these parameters
is referred to as an [n, k, (r, `)] cooperative LRC.

Note that when ` = n − k and r = k, then the above
definition coincides with that of an MDS code. In [17], it is
shown that the minimum distance dmin (C) of an [n, k, (r, `)]
cooperative LRC C for r ≥ ` is upper bounded as

dmin (C) ≤ n− k + 1− `
(⌈

k

r

⌉
− 1

)
. (8)

We refer to a cooperative LRC C together with its encoding,
decoding, and repair functions as a cooperative locally recov-
erable coding (LRC) scheme. For linear codes, a parity-check
matrix suffices to concisely represent encoding, decoding, and
repair functions (similar to LRCs). Thus, we describe a linear
cooperative LRC scheme using a parity-check matrix of the
underlying cooperative LRC.

III. EQUIVALENCE RESULTS FOR SCALAR-LINEAR
SCHEMES

In this section, we consider scalar-linear PIR-SI schemes.
In particular, for any given query Q[W,S], the answer A[W,S]

can be specified as

A[W,S] = EX [K], (9)

where the matrix E ∈ FT×Kq is a deterministic function of
the query Q[W,S]. We refer to E as a solution to the PIR-SI
problem. Note that E should be constructed in such a way
that it respects the recoverability condition (3) and privacy
condition (4) or (5).8 Further, notice that T , the number of
rows of E, denotes the number of symbols (each of which is
an element from Fq) downloaded from the server.

A. Single-Message PIR-SI Schemes and LRCs

First, we show that a single-message W -PIR-SI solution is
a dual of an LRC with appropriate parameters.

Theorem 1. For the single-message W -PIR-SI problem with
K messages and side-information size M , any scalar-linear
solution E ∈ FT×Kq must be a parity check matrix of an LRC
with block length n = K, dimension k = K −T , and locality
r = M . Moreover, given a parity check matrix H of an LRC
with block-length n = K, dimension k (< n), and locality
r = M , it is possible to construct a single-message W -PIR-SI

8Specific requirements on any feasible solution E that are posed by the
recoverability and privacy conditions are characterized in Lemmas 1, 4, and
7 for various settings.
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scheme with download rate 1/(n− k), such that the solution
E is a column-permutation of H .

Theorem 1 enables us to use (7) to obtain an upper bound on
the capacity of a (scalar-linear) single-message PIR-SI scheme.
As we show next, the bound coincides with the upper bound
derived in [10], [11]. The proof is quite straightforward, but
we present it in Appendix A for completeness.

Corollary 1. The scalar-linear capacity of the single-message
PIR-SI problem is upper bounded by dK/(M + 1)e−1.

Remark 1. The above result can be directly proved using
an upper bound on the rate of an LRC with locality r given
as r/(r + 1) (see [25, Theorem 1]). It is interesting to note
that [25, Theorem 1] uses an argument based on acyclic
induced subgraphs, similar to arguments in [11] used to
establish the capacity upper bound for the single-message W -
PIR-SI problem.

Now, consider the Partition-and-Code scheme proposed
in [11] for the single-message W -PIR-SI problem. Let K =
α(M + 1) + β for some α > 0 and 0 ≤ β < M + 1. In the
Partition-and-Code scheme, the user first randomly partitions
the K messages into α parts of size M + 1 and one part of
size β, such that one of the parts is W ∪S′ for some S′ ⊆ S.
The user then asks the server to send the sum of messages in
each subset. Therefore, the server sends α+ 1 symbols.

More generally, instead of asking the server to send the
sum of messages in each subset, the user can ask the server
to send an arbitrary linear combination for each subset by
specifying the coefficient. Therefore, the Partition-and-Code
scheme yields a solution E of size (α + 1) × K with the
following form (up to column permutation):

E =


× · · · × 0 · · · 0 · · · 0 · · · 0
0 · · · 0 × · · · × · · · 0 · · · 0
...

. . .
...

...
. . .

...
. . .

...
. . .

...
0 · · · 0 0 · · · 0 · · · × · · · ×

 , (10)

where × denotes a non-zero element in Fq , and the number
of non-zero entries is M + 1 in all but the last row and β in
the last row.

According to the capacity upper bound of Corollary 1, we
say that a scalar-linear solution to the single-message W -PIR-
SI problem is an optimal solution if T = dK/(M + 1)e.
Then, Proposition 1, which dictates the structure of an LRC
achieving the Singleton-like bound in (7) with equality, implies
the following structure on any optimal scalar-linear solution to
the single-message W -PIR-SI problem.

Corollary 2. When (M + 1) | K, any optimal scalar-
linear solution E to the single-message W -PIR-SI problem
can be converted to the following form using elementary row
operations and column permutations:

E =


× · · · × 0 · · · 0 · · · 0 · · · 0
0 · · · 0 × · · · × · · · 0 · · · 0
...

. . .
...

...
. . .

...
. . .

...
. . .

...
0 · · · 0 0 · · · 0 · · · × · · · ×

 , (11)

where × can be any non-zero element in Fq , i.e., × ∈ Fq\{0},
and the number of non-zero entries in each row is M + 1.

Since the solution obtained using the Partition-and-Code
scheme (cf. (10)) has the same form as in (11), this shows
the uniqueness of the solution obtained by the partition-and-
code scheme. In other words, any optimal scalar-linear solution
can be obtained from the Partition-and-Code solution using
elementary row operations and column permutations.

B. Multi-Message PIR-SI and Cooperative LRCs

In this section, we consider the multi-message W -PIR-SI
problem, wherein the user wants to privately retrieve D > 1
messages, and show that a multi-message W -PIR-SI solution
is a dual of a cooperative LRC with appropriate parameters.

Theorem 2. For the multi-message W -PIR-SI problem with
K messages, side-information size M , and demand size D,
any scalar-linear solution E ∈ FT×Kq must be a parity
check matrix of an LRC with block-length n = K, dimension
k = K−T , and (M,D)-cooperative locality. Moreover, given
a parity check matrix H of an LRC with block-length n = K,
dimension k (< n), and (M,D)-cooperative locality, it is
possible to construct a multi-message W -PIR-SI scheme with
download rate 1/(n−k), such that the solution E is a column-
permutation of H .

Theorem 2 enables us to use (8) to obtain an upper bound
on the capacity of a (scalar-linear) multi-message W -PIR-
SI scheme. The proof is straightforward and presented in
Appendix B for completeness.

Corollary 3. For M ≥ D, the scalar-linear capacity of
the multi-message PIR-SI problem is upper bounded by
D/dDK/(M +D)e.

Remark 2. It is worth noting that it is an open problem
to determine whether the above upper bound is tight (this
is unlike Corollary 1, where the upper bound for the single-
message case is tight).9 The achievability schemes presented
in [12], [13] have smaller rate than D/dDK/(M +D)e, see,
e.g., [12, Theorem 2].

Next, using Theorem 2, we can derive an upper bound on
the rate of a linear cooperative LRC for ` > r as follows.
The proof is straightforward and presented in Appendix C for
completeness.

Corollary 4. For ` > r, the rate of a linear [n, k, (r, `)]
cooperative LRC is upper bounded by r/n.

Remark 3. Corollary 4 yields a better bound on the rate of
a cooperative LRC for ` > r than [17, Corollary 1], which
gives the rate upper bound of r/(r + `) + `2/(nr). Note that
r/n < r/(r + `) + `2/(nr), since n ≥ (r + `). Moreover,
the rate bound of r/n is tight for n > 2r. This is because
an [n, r] MDS code trivially has (r, `)-cooperative locality for

9We note that in the proof of Corollary 3 (in Appendix B), we use the rate
upper bound on [n, k, (r, `)] cooperative LRC of r/(r+ `) [17, Corollary 1].
It is an open question whether this rate bound is tight for cooperative LRCs.
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any `. Specifically, in an [n, r] MDS code, any r symbols can
recover all the remaining n− r symbols.

Interestingly, Theorem 2 also enables us to obtain compu-
tationally efficient solutions for the multi-message W -PIR-
SI problem. In particular, for D ≤M , the schemes in [35]
(see also [36]) rely on generalized Reed-Solomon codes, and
thus, require a finite field size at least D + bM/Dc. On the
other hand, it is possible to use constructions of cooperative
LRCs to obtain PIR-SI schemes over smaller field size.10 As
an example, an [n = 2k − 1, k] simplex code has (` + 1, `)-
cooperative locality for any 1 ≤ ` ≤ (n−1)/2 (see [17]). Thus,
it is possible to obtain multi-message W -PIR-SI solutions over
the binary field when K = 2t − 1 for a positive integer t,
1 ≤ D ≤ (K − 1)/2, and M = D + 1.

C. (W,S)-Private PIR-SI Schemes and MDS Codes

Finally, we show an equivalence between a solution to the
(W,S)-PIR-SI problem and a maximum distance separable
(MDS) code. The result holds for any 1 ≤ D ≤ K −M .

Theorem 3. Any scalar-linear solution E to the (W,S)-PIR-
SI problem with T = K−M must be a parity-check matrix of
a [K,M ] MDS code. Moreover, if H is a parity check matrix
of a [K,M ]-MDS code, then E = H is a solution to the
(W,S)-PIR-SI problem.

It is worth noting that the achievability schemes in [11],
[12] for (W,S)-privacy are based on MDS codes. Here, we
are showing a stronger result that any scalar-linear solution
E to the (W,S)-PIR-SI problem (with T = K −M ) must
be a parity-check matrix of an MDS code. Moreover, it
is proved in [11], [12] that for any (W,S)-PIR-SI scheme,
the server should send at least K −M symbols. Therefore,
Theorem 3 essentially considers capacity-achieving (W,S)-
PIR-SI schemes.

IV. PROOFS OF MAIN RESULTS

A. Proof of Theorem 1

Single-Message W -PIR-SI =⇒ LRC: First, we note that
the following necessary condition is imposed by the privacy
and recoverability conditions.

Lemma 1. For any query Q[W,S], the solution E to the
single-message W -PIR-SI problem must satisfy the following
necessary condition: for any candidate demand index W ′ ∈
[K], there must exist a potential side information index set
S′ ⊆ [K]\W ′, |S′|≤M such that it is possible to recover W ′

from EX[K] and XS′ . In other words, the following condition
must hold:

eW ′ ∈
〈[

E
IS′

]〉
. (12)

Proof: If the aforementioned necessary condition does not
hold, then the server will learn from E that W ′ is not the user’s

10Note that small field size schemes obtained from cooperative LRCs may
have smaller download rate than those in [35], [36].

demand index. Indeed, since E is the solution corresponding
to the query Q[W,S], we have

P
(
W = W ′ | Q[W ,S] = Q[W,S],A[W ,S] = A[W,S],X [K] = X[K]

)
= 0,

(13)
which, in turn, implies that
I
(
W ;Q[W ,S],A[W ,S],X [K]

)
> 0. This violates

the W -privacy condition (4).
Next, we show that a solution to the SM-PIR-SI problem is

a parity-check matrix of an LRC with appropriate parameters.

Lemma 2. Any scalar-linear solution E to the single-message
W -PIR-SI problem must be a parity-check matrix of a [K,K−
T,M ] LRC.

Proof: The necessary condition (12) in Lemma 1 implies
that for every W ′ ∈ [K], 〈E〉 must contain a vector v of
Hamming weight at most M + 1 such that W ′ ∈ Supp (v).
According to Definition 2, 〈E〉⊥ is an LRC with block-length
K and all-symbol locality M .

Example 2. Consider a single-message PIR-SI problem with
K = 9 messages [X1 X2 · · · X9]. Suppose the user has
{X4, X9} and wants X1. Consider the solution generated
by the Partition-and-Code scheme in [11]. For the case of
(M+1) | K, the Partition-and-Code scheme first partitions the
messages into K/(M+1) sets such that one of the sets consists
of the demand and the side-information and the remaining
sets are formed by randomly partitioning the remaining mes-
sages. Suppose these sets are P1 = {X1, X4, X9}, P2 =
{X5, X7, X8}, and P3 = {X2, X3, X6}. The server sends the
sum of messages in each set Pi. Thus, the answer from the
server is A = {X1 +X4 +X9, X5 +X7 +X8, X2 +X3 +X4}.
The solution matrix E for this scheme is as follows:

E =

1 0 0 1 0 0 0 0 1
0 0 0 0 1 0 1 1 0
0 1 1 0 0 1 0 0 0

 (14)

It is easy to see that E above is a parity-check matrix of a
[n = 9, k = 6, r = 2] LRC. To see that the locality is r = 2,
observe that any symbol can be recovered from the two other
symbols due to the parity-check equations.

On exploiting the connection with index coding: At
a high level, index coding [28], [29] consists of a server
with K messages, and a number of clients, each of which
is interested in one message and knows some subset of the
other messages as side information. The set of all clients’
demand and side information is referred to as an instance of
the index coding problem. The server broadcasts some coded
symbols, each of which is some function of the messages (e.g.,
a linear combination of the messages, in the case of scalar-
linear schemes), and the goal is to minimize the number of
coded symbols broadcast by the server. When the number of
clients is K with every client requiring a distinct message,
the instance can be concisely represented by using a directed
graph, called the side information graph. The side information
graph consists of K vertices, one for each message, and there
is an arc (i, j) if the client requiring message i knows message
j.
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It was shown in [11, Lemma 1] that, for the single-message
W -PIR-SI problem, the answer from the server must be a
solution to an index coding problem in which the out-degree
of each vertex in the side information graph is at most M .
In [31], the authors consider generalized locally repairable
codes, in which, every coordinate is decodable from a specific
recoverability set of other coordinates. These requirements can
be represented using a directed graph, called the recoverability
graph. Theorem 1 in [31] proves that the dual linear subspace
of an LRC is a solution to an index coding instance where the
side information graph is the recoverability graph of the LRC.

Using these two results, it is straightforward to show that the
dual linear subspace of a single-message W -PIR-SI solution
for K messages and side information size M must be an LRC
with length K and locality M . Using Lemmas 1 and 2, we
presented a direct and simple proof for this result, without
using the connection to index coding. In the reverse direction,
the dual linear subspace of an LRC with locality M is a
solution to some index coding instance in which the out-degree
of each vertex is at most M by [31, Theorem 1]. However,
any index coding solution does not guarantee privacy and
recoverability of the desired demand index with a given side
information index set. Therefore, the results of [11], [31], [32]
are not sufficient to show the reverse direction.

LRC =⇒ single-message W -PIR-SI: Here, we show
that one can construct a solution to the single-message W -
PIR-SI problem given a parity-check matrix of an LRC with
appropriate parameters.11

Lemma 3. Given a parity-check matrix of a [K,K − T,M ]
LRC, it is possible to construct a single-message W -PIR-SI
scheme such that the solution E is a column-permutation of
H .

Proof: We present a constructive proof. In the rest of
the proof, we consider all sets as ordered sets (with a natural
ascending order). For a given W and S, the user first finds
a permutation π on [K] as follows. Choose an index W ′

uniformly at random from [K], independent of W and S. Let
R(W ′) be a repair group of W ′. If a coordinate has multiple
repair groups, arbitrarily choose one repair group.12 By the
definition of locality, we have |R(W ′)|≤ M . For simplicity,
we assume that every repair group of any symbol is of size
M . (The arguments can be easily generalized to the case when
some repair groups are smaller than M .) Let R′(W ′) be a
random permutation of R(W ′). Let P = [K] \ {W ∪ S}, and
P ′ be a random permutation of [K] \ {W ′ ∪ R(W ′)}. Let π
be the permutation that maps W to W ′, S to R′(W ′), and P
to P ′. The user sends π as its query Q[W,S]. The server then
applies π to the columns of H to obtain E, i.e., Ei = Hπ(i)

for each i ∈ [K], where the subscript denotes the column of
the matrix. Then, the server computes the answer as EX .

11Similar to the forward direction, we do not use any connection to index
coding, and present a direct proof. However, it is worth noting that the proof
technique can be easily adapted to show that it is possible to construct a single-
message W -PIR-SI scheme using a solution to an index coding instance in
which out-degree of each vertex in the side information graph is at most M .

12This arbitrary choice of a repair group for each coordinate is made a
priori, and is known to the server as part of the scheme.

Next, we show that the above scheme satisfies the recov-
erablity and W -privacy conditions. Indeed, by the definition
of locality for W ′, 〈H〉 contains a vector whose support is
W ′∪R(W ′). Therefore, by the construction of E, 〈E〉 contains
a vector whose support is W ∪ S. Hence, the recoverability
condition in (3) is satisfied.

For the W -privacy, it suffices to show that, for any W ∈ [K]
and any permutation π,

P
(
Q[W ,S] = π |W = W

)
=

1

K!
. (15)

This is because, using (15), it is straightforward to show that

P
(
W = W | Q[W ,S] = π,X [K],A

[W ,S]
)

= P (W = W ) ,

from which the privacy condition (4) follows.
Now, we give a proof of (15). Observe that the query gener-

ation process first maps the demand index to a random index
in [K]. Let W ′ denote that random index. Let R′(W ′) and P ′

be random variables corresponding to (independent) uniform
random permutations of R(W ′) and [K] \ {W ′ ∪ R(W ′)},
respectively. Now, given a permutation π on [K] as a query,
define the following events:

E1 =
{
W ′ = π (W )

}
,

E2 =
{
π(S) = (R′(W ′))

}
,

E3 =
{
π ([K] \ {W ∪ S}) = P ′

}
.

Then, for any W ∈ [K] and a permutation π on [K], the
probability of choosing π as a query can be written as

P
(
Q[W ,S] = π |W = W

)
(a)
= P (E1|W = W )× P (E2 | E1,W = W )

× P (E3 | E2, E1,W = W ) ,
(b)
=

1

K
× 1

M !
(
K−1
M

) × 1

(K − 1−M)!
,

=
1

K!
,

where (a) follows from the query generation procedure, and
(b) uses (1) and (2) to compute P (E2 | E1,W = W ). This
completes the proof of (15), and concludes the proof.

Theorem 1 immediately follows from Lemmas 2 and 3.

Example 3. Consider the [7, 3] Simplex code with the parity-
check matrix given below:

H =


1 0 0 0 1 1 1
0 1 0 0 1 0 1
0 0 1 0 1 1 0
0 0 0 1 0 1 1

 . (16)

It is well-known that the Simplex code has locality r = 2,
(see, e.g., [37]). Let us construct a PIR-SI scheme using H
for the case when there are seven messages [X1 X2 · · ·X7],
the user wants X1, and has {X2, X3} as a side-information.
First, we choose an index W ′ uniformly at random from [7],
say W ′ = 7. Then, we choose an arbitrary repair group of
the seventh coordinate, say R(W ′) = {4, 6} (corresponding to
the last row of H). Consider a random permutation of R(W ′)
as {6, 4}. Let P = [K] \ {W ∪ S} = {4, 5, 6, 7}, and P ′ =
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{1, 3, 5, 2} be a random permutation of [K] \ {W ′ ∪R(W ′)}.
Denote π to be the permutation that maps W to W ′, S to
R′(W ′), and P to P ′. In particular, π(1) = 7, π(2) = 6,
π(3) = 4, π(4) = 1, π(5) = 3, π(6) = 5, π(7) = 2. The user
sends π as its query. The server applies π to the columns of
H to obtain E, i.e., Ei = Hπ(i), i ∈ [K], and sends EX . In
other words, we have

E =


1 1 0 1 0 1 0
1 0 0 0 0 1 1
0 1 0 0 1 1 0
1 1 1 0 0 0 0

 , (17)

and the answer is A = {X1 + X2 + X4 + X6, X1 + X6 +
X7, X2 + X5 + X6, X1 + X2 + X3}. Observe that the user
can decode X1 from X1 + X2 + X3, since it knows X2 and
X3. As proved in the lemma above, the permutation chosen
by the user is uniform random, which ensures privacy.

B. Proof of Theorem 2

The proof is similar to that of Theorem 2.
multi-message W -PIR-SI =⇒ Cooperative LRC: First,

we note that the following necessary condition is imposed by
the privacy and recoverability conditions. The proof follows
the same steps as in the case of Lemma 1.

Lemma 4. For any query Q[W,S], the solution E to the
multi-message W -PIR-SI problem must satisfy the following
necessary condition: for every candidate demand index set
W ′ ⊂ [K], |W ′|= D, there must exist a potential side
information index set S′ ⊆ [K] \ W ′, |S′|≤ M such that
it is possible to recover XW ′ from EX[K] and XS′ . In other
words, for every W ′ ⊂ [K], |W ′|= D, the following condition
must hold:

eij ∈
〈[

E
IS′

]〉
, ∀ ij ∈W ′. (18)

Next, using the above lemma, we show that any solution
E to the multi-message W -PIR-SI problem is a parity-check
matrix of a cooperative LRC with appropriate parameters.

Lemma 5. Any scalar-linear solution E to the multi-message
W -PIR-SI problem must be a parity-check matrix of a [K,K−
T, (M,D)] cooperative LRC.

Proof: The necessary condition (18) in Lemma 4 implies
that for every subset W ′ = {i1, i2, . . . , iD} ⊂ [K] of size D,
〈E〉 must contain D vectors v1,v2,. . .,vD with the following
two properties: (i) |∪Dj=1Supp (vj) |≤ D+M , and (ii) for each
1 ≤ j ≤ D, Supp (vj)∩W ′ = {ij}. Then, it is easy to verify
from Definition 3 that 〈E〉⊥ is an (M,D) cooperative LRC
with block-length K.

On exploiting the connection with index coding: The
multi-message PIR-SI problem can be shown to be related to
multiple-groupcast index coding problem [38] by extending
the arguments in [11, Lemma 1]. Also, it is possible to extend
the result in [31, Theorem 1] to show a duality between
multiple-groupcast index coding and cooperative LRCs. Using
these two results, it is straightforward to prove the forward
direction (i.e, multi-message W -PIR-SI solution is a parity-
check matrix of a cooperative LRC). In Lemmas 4 and 5, we

gave a direct and simple proof without using the connection to
multiple-groupcast index coding. Similar to the single-message
case, the results in [11], [31], [32] are also not sufficient to
show the reverse direction.

Cooperative LRC =⇒ multi-message W -PIR-SI: Here,
we show that one can construct a multi-message W -PIR-SI
solution using a parity-check matrix of a cooperative LRC.

Lemma 6. Given a parity-check matrix of a [K,K −
T, (M,D)] cooperative LRC, it is possible to construct a
multi-message W -PIR-SI scheme such that the solution E is
a column-permutation of H .

Proof: The proof is similar to that of Lemma 3. We
outline only the steps that are pertinent to the multi-message
setting. In the rest of the proof, we consider all sets as ordered
sets (with a natural ascending order).

For a given W and S, the user first finds a permutation
π on [K] as follows. Choose an index set W ′ of size D
uniformly at random from [K], independent of W and S. Let
R(W ′) be a repair group of W ′. If a D-set of coordinates has
multiple repair groups, arbitrarily choose one repair group.
This arbitrary choice of a repair group for each coordinate
is made a priori, and are known to the server as a part of
the scheme. By the definition of cooperative locality, we have
|R(W ′)|≤ M . For simplicity, we assume that every repair
group of any D-set is of size M . The arguments can be easily
generalized to the case when some repair groups are smaller
than M . Let R′(W ′) be a random permutation of R(W ′).

Let P = [K] \ {W ∪ S}, and P ′ be a random permutation
of [K] \ {W ′ ∪R(W ′)}. Let π be the permutation that maps
W to W ′, S to R′(W ′), and P to P ′. The user sends π as
its query Q[W,S]. The server then applies π to the columns of
H to obtain E, i.e., Ei = Hπ(i) for each i ∈ [K], where the
subscript denotes the column of the matrix. Then, the server
computes the answer as EX . The proof that the above scheme
satisfies the recoverablity and W -privacy conditions follows
the same steps as that of Lemma 3, and hence omitted.

Theorem 2 immediately follows from Lemmas 5 and 6.

C. Proof of Theorem 3
(W,S)-PIR-SI =⇒ MDS code: First, we note that

the (W,S)-privacy condition implies the following necessary
condition irrespective of the value of D. The proof is similar
to Lemma 1.

Lemma 7. Any solution E to the (W,S)-PIR-SI problem must
satisfy the following: for each message Xi and every set Si ⊆
[K] \ {i} of size M , it is possible to recover Xi from EX[K]

and XSi
.

Using Lemma 7, the following result is immediate.

Lemma 8. Any solution E to the (W,S)-PIR-SI problem with
T = K −M is a parity-check matrix of a [K,M ] MDS code.

Proof: The aforementioned necessary condition in
Lemma 8 implies that, for any set S ⊂ [K] of size M and for
every i ∈ [K] \ S, we must have

ei ∈
〈[

E
IS

]〉
. (19)
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Equation (19), in turn, implies that the T×(K−M) submatrix
of E formed by the columns indexed by [K] \ S must have
the rank at least K −M . As T = M , this guarantees that the
columns of E indexed by [K]\S must be linearly independent.
Since this should hold for each subset S ⊂ [K] of size M , we
have that every subset of columns of E of size K −M are
linearly independent. Thus, E must be a parity check matrix
of a [K,M ] MDS code.

MDS code =⇒ (W,S)-PIR-SI: Next, we establish a
relation from a parity check matrix of an MDS code to a
solution of the (W,S)-PIR-SI problem.

Lemma 9. Let H be a parity check matrix of a (K,M)-
MDS code. Then, E = H is a solution to the (W,S)-PIR-SI
problem.

Proof: First, note that the scheme with E = H is private,
since the solution is independent of the particular realization
of W and S. As the server already knows the size of the side
information index set, it does not obtain any other information
about W and S from E.

To see the recoverability, note that any K −M columns of
H are linearly independent. Thus, given the side information
XS for any S ⊂ [K] of size M , the user can recover all the
messages Xi, i ∈ [K] \ S, including the demand message(s)
XW .

Theorem 3 immediately follows from Lemmas 8 and 9.

V. EQUIVALENCE RESULTS FOR NON-LINEAR SCHEMES

In this section, we consider generic PIR-SI and LRC
schemes, which encompass scalar-linear, vector-linear, and
non-linear schemes. We present the results for multi-message
W -PIR-SI and cooperative LRCs, which reduce to the case of
single-message W -PIR-SI and LRCs when D = 1. Our proof
techniques build up on those used in [32].

We begin with the definition of a generic cooperative LRC
scheme. Unlike the linear case, here we explicitly consider
encoding, decoding, and repair functions along with the code.
In order to encompass vector code designs that allow sub-
packetization (i.e., splitting symbols into multiple sub-symbols
and designing encoding, decoding, and repair functions that
operate over sub-symbols) and to acoommodate different sizes
for input and output symbols, we assume that input symbols lie
in Fq while codeword symbols lie in an extension field Fqm .
More generally, one can consider arbitrary (finite) alphabets
for the input and output symbols.

Definition 4. An (n, k, r, `) cooperative LRC scheme consists
of

1) a code C ⊆ Fnqm (with k = logq|C|) containing a set of
vectors in Fnqm , referred to as codewords;

2) a bijection f : Fkq → C referred to as the encoding
function, and the inverse f−1 referred to as the decoding
function; and

3) a set of
(
n
`

)
deterministic functions {g∆ : ∆ ⊂ [n], |∆|=

`}, g∆ : Frqm → F`qm , referred to as repair functions,
such that, for every subset of ` coordinates ∆ ⊂ [n],
there exists a set of coordinates R(∆) ⊂ [n] \ ∆,
|R(∆)|= r, satisfying g∆(cR(∆)) = c∆ for every

codeword c ∈ C. We say that R(∆) is a repair group of
the set of coordinates ∆.

Next, for the multi-message W -PIR-SI problem, we define
a PIR-SI scheme. Here, we rigorously define the query and
answer functions along with recovery functions used to decode
the demand. Towards this end, we introduce the following
notation:

W = {(W,S) |W ⊂ [K], |W |= D,S ⊆ [K] \ {W}, |S|= M} .
(20)

That is, W is the set of all possible combinations of the
demand index set and the side information index set. In order
to encompass vector code designs that allow sub-packetization,
we assume that message symbols lie in an extension field Fqm ,
and the answer from the server consists of symbols from Fq .

Definition 5. A (K,T,M,D) PIR-SI scheme consists of
1) a set of vectors in FTq , referred to as codewords,
2) a class of deterministic answer functions A, where each

function A ∈ A maps a message vector from FKqm to a
codeword, i.e., A : FKqm → FTq ,

3) a class of deterministic recovery functions D, where
each function D ∈ D is from FTq × FMqm to FDqm , and

4) a stochastic query function Q : W → A that maps
(W,S) to an answer function A ∈ A (independently of
the value of XS) such that:
(i) for every W ′,W ⊂ [K], |W |= |W ′|= D, W 6= W ′,

S ⊆ [K] \ {W}, |S|= M , and for each A ∈ A,

P (W = W ′ | Q(W,S) = A) = P (W = W ′) ,
(21)

and
(ii) there exists a recovery function D ∈ D, which

depends on A, satisfying

D (A(X1, · · · , XK), XS) = XW . (22)

It is straightforward to show that the W -privacy condi-
tion (21) and recovery condition (22) implies the following
necessary condition on a PIR-SI code. The proof is similar to
that of Lemma 1, and is omitted.

Lemma 10. In a (K,T,M,D) PIR-SI coding scheme, for any
A ∈ A, for every W ′ ∈ [K], |W ′|= D, there must exist a set
SW ′ ⊆ [K] \ {W ′}, |SW ′ |= M , and a recovery function DW ′

such that DW ′
(
A(X1, · · · , XK), XSW ′

)
= XW ′ .

Now, we show a relation from a PIR-SI code to a cooper-
ative LRC.

Theorem 4. Given a (K,T,M,D) PIR-SI scheme, it is
possible to construct a (K, k,M,D) cooperative LRC scheme
with k ≥ mK − T .

Proof: First, note that, for any A ∈ A, there must exist a
vector a ∈ FTq such that

∣∣{X ∈ FKq | A(X) = a
}∣∣ ≥ qmK−T .

This is because every A ∈ A maps FKqm to FTq . Next, for
an arbitrary A ∈ A and the corresponding a, let us define
Ca =

{
X ∈ FKqm | A(X) = a

}
. Now, from Lemma 10, for

every W ′ ⊂ [K] of size D, there must exist a deterministic
decoding function DW ′ and a set SW ′ ⊆ [K]\{i} of size M ,
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such that DW ′
(
a, XSW ′

)
= XW ′ . Using this, define, for every

W ′ ⊂ [K] of size D, R(W ′) = SW ′ , and gW ′
(
cR(W ′)

)
=

DW ′
(
a, XSW ′

)
. It is easy to verify that the code Ca along

with an arbitrary bijection f : Fblogq|Ca|c
q → Ca and repair

functions {gW ′ : W ′ ⊂ [K], |W ′|= D} is a (K, k,M,D)
cooperative LRC with k ≥ mK − T .

To complete the equivalence, we establish a relation from
cooperative LRC schemes to PIR-SI schemes. In particular,
we consider a class of (K, k,M,D) cooperative LRC schemes
for which the code C contains k coordinates such that values
on these coordinates determine the values on the remaining
coordinates.13

Let us consider codewords of an LRC as length-(mK)
vectors with each coordinate taking a value from Fq . Notice
that this is always possible since there is a bijection between
Fqm and Fmq . For a code C ⊆ FKqm and a set P ⊂ [mK], let CP
denote the code obtained by puncturing C on the coordinates
outside of P . Note that, for a code C of size qk, if there exists a
set I of k coordinates such that |CI |= qk, then the coordinates
in I determine the remaining coordinates. We refer to such an
LRC as a good LRC. As an example of a good LRC, we show
in Appendix D that a rate-optimal LRC is a good LRC.

Next, we show that, given a good (K, k,M,D) cooperative
LRC, it is possible to construct a (K,mK− k,M,D) PIR-SI
scheme.

Theorem 5. Given a (K, k,M,D) LRC scheme with a good
code C ⊆ FKqm , (i.e., there exists a set I of k coordinates
satisfying |CI |= qk), it is possible to construct a (K,mK −
k,M,D) PIR-SI scheme.

In order to prove Theorem 5, we need another lemma. We
first define the following notation. Given a vector u ∈ FKqm ,
we define a translation of an LRC C ⊆ FKqm as

C + u = {c + u | c ∈ C} . (23)

Now, we show that there exist qmK−k translations of a good
LRC that partition FKqm .

Lemma 11. Consider a good (K, k,M,D) LRC C ⊆ FKqm
with a set I of k coordinates satisfying |CI |= qk. Then, there
exist qmK−k distinct vectors uj ∈ FKqm , j = 0, . . . , qmK−k−1,
such that the translations

{
C + uj | j = 0, . . . , qmK−k − 1

}
partition the space FKqm . That is,

(C + ui) ∩ (C + uj) = ∅, ∀ i 6= j, (24)

and
∪q

mK−k−1
j=0 (C + uj) = FKqm . (25)

Proof: We give a constructive proof. Let I be the set of
coordinates of C as described in the statement of the lemma.
Without loss of generality, let I be the first k coordinates.
Let I ′ = [mK] \ I . Let

{
vi | 0 ≤ i ≤ qmK−k − 1

}
denote

the set of vectors in FmK−kq in a lexicographic order. For
each 0 ≤ i ≤ qmK−k − 1, define ui = [0 vi], where 0

13Note that, unlike linear codes, for an arbitrary non-linear code of size
qk , there may not exist any subset of k coordinates that determine the values
of the remaining coordinates. As an example, consider the following (3, 2)
code: {000, 010, 100, 001}.

is the all-zero vector of length k. Notice that, since there is
a bijection between Fqm and Fmq , then ui ∈ FKqm for each
0 ≤ i ≤ qmK−k − 1.

Now, note that any translation of C has the same size as C.
Thus, to prove (25), it suffices to show (24). We prove this by
the way of contradiction. Suppose, for contradiction, that there
exists a pair of codewords c, c′ ∈ C such that c+ui = c′+uj .
This implies that

[cI cI′ + vi] = [c′I c′I′ + vj ]. (26)

Therefore, cI = c′I . Further, since the coordinates in I ′ can
be recovered from those in I , we must have cI′ = c′I′ . This
is because, since coordinates in I determine the rest of the
coordinates, if two codewords c and c′ have the same values
on the coordinates in I , then they must have the same values
on all other coordinates. However, as vi 6= vj , we have a
contradiction to (26).

Remark 4. In [32, Lemma 4], it is shown that given an LRC
of length K and size qk with a recoverability graph14 G,
one can construct an index code for an instance with side
information graph G such that the length of the index code is
K − k + f(K, k, q), where q is the field size and f(K, k, q)
is a positive number greater than 1 whose expression can be
found in [32]. (Note that [32, Lemma 4] assumes m = 1.) In
other words, unlike linear schemes, there is a ‘duality gap’ for
non-linear LRCs and index codes. The key idea in the proof of
[32, Lemma 4] is to show that for any LRC of size qk, there
exist qK−kf(K, k, q) translations of the LRC that cover FKq . In
Lemma 11, for any good LRC of size qk, we explicitly construct
its qK−k translations that ’optimally’ cover FKq (assuming
m = 1). Using this result, it is easy to show that given a good
LRC of length K and size qk with a recoverability graph G,
one can construct an index code for an instance with side
information graph G such that the length of the index code
is K − k. This implies that there is no duality gap for good
LRCs.

Proof of Theorem 5: Lemma 11 enables us to construct a
(K,mK − k,M,D) PIR-SI scheme using a good LRC as
follows. To simplify the notation, define T = mK − k.

Answer functions: We construct a set A of K! answer func-
tions, and associate every answer function with a permutation
on [K]. Towards this end, we need the following additional
notation. For 0 ≤ a ≤ qT −1, let āq denote the length-T q-ary
expansion of a. In addition, for a permutation π on [K] and
a vector X[K] = [X1 · · ·XK ] ∈ FKqm , let π(X[K]) = Xπ([K]).

Let U = {uj ∈ FKqm , j = 0, . . . , qT − 1} be a set of vectors
as described in Lemma 11. For a given X[K] ∈ FKqm and a
permutation π on [K], let 0 ≤ a∗ ≤ qT − 1 be the index
of the translation that contains π(X[K]). That is, for a given
X[K] ∈ FKqm and a permutation π on [K], a∗ is such that
π(X[K]) ∈ C+ua∗ . Note that, by Lemma 11, the translations{
C + uj | 0 ≤ j ≤ qT − 1

}
partition the space FKqm . Hence,

there exists a unique such ua∗ ∈ U for every X[K] ∈ FKqm

14See Sec. IV-A for the definitions of index coding, recoverability graph,
and side information graph, and the duality result for linear schemes.
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and any permutation π on [K]. Define the answer functions
for every X[K] ∈ FKqm and every permutation π on [K] as

Aπ
(
X[K]

)
= ā∗q, (27)

where ā∗q is the length-T q-ary expansion of a∗. Note that
the server will transmit the T symbols of ā∗q to the user.

Query function: We are given a demand index set W ⊂
[K] of size D and a side information index set S ⊆ [K] \
{W} of size M . First, choose a set of D indices W ′ ∈ [K]
uniformly at random, independent of W and S. Let R(W ′)
be a repair group of W ′ in C. If a D-set of coordinates has
multiple repair groups, arbitrarily choose one repair group.
This arbitrary choice of a repair group for each coordinate
is made a priori, and is known to the server as part of the
scheme.

Let P = [K] \ (W ∪ S). Let R′(W ′) and P ′ be random
permutations of sets R(W ′) and [K]\ (W ′∪R(W ′)), respec-
tively. Let π be a permutation on the set [K] that maps W to
W ′, S to R′(W ′), and P to P ′. Then, the query function Q
maps (W,S) to Aπ in A. Note that it suffices for the user to
send π as their query.

Recovery functions: For a set P ⊂ [K], let ua∗|P denote the
length-|P | vector obtained by deleting the coordinates of ua∗
outside P . Now, given π and Aπ , define the recovery function
as

D (Aπ(X), XS) = gW ′
(
XR′(W ′) − ua∗|R′(W ′)

)
+ ua∗|W ′ ,

(28)
where gW ′(·) is the repair function of C for coordinates cW ′

(see Definition 4).
Recoverability and Privacy: It is straightforward to verify

that D (Aπ(X), XS) = XW (cf. (28)). The W -privacy con-
dition (21) can be proven in the same way as in the proof of
Lemma 3, and thus, the proof is omitted.

VI. CONCLUSION

The theoretical computer science community has estab-
lished a strong relationship between multi-server private in-
formation retrieval (PIR) schemes and schemes for locally
decodable codes (LDCs). This paper extends this theme by es-
tablishing an equivalence between single-server PIR schemes
for a recently proposed PIR with side information problem and
schemes for locally recoverable codes (LRCs). In particular,
we present explicit algorithms that transform a given PIR
scheme into an LRC scheme and vice versa. As corollaries
to these equivalence results, we obtain upper bounds on the
download rate for PIR-SI schemes, and a novel rate upper
bound on cooperative LRCs.
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APPENDIX

A. Proof of Corollary 1

Let E be a scalar-linear solution to the single-message
W -PIR-SI problem. Let C = 〈E〉⊥. Suppose the minimum
distance of C is d. Note that we must have d ≥ 2. Otherwise,
if d = 1, then E must contain a column of all zeros. Let
W ′ denote the index of this all-zero column. This, however,
implies that XW ′ cannot be the demand, and this will violate
the privacy condition.15 Now, from Theorem 1, 〈E〉⊥ is an
LRC with block-length n = K, dimension k = K − T , and
locality r = M . Therefore, we have from (7) that

K ≥ K − T +

⌈
K − T
M

⌉
− 2 + d.

After re-arranging, and noting that d ≥ 2 and T is an integer,
we get

T ≥
⌈

K

M + 1

⌉
.

As the messages are independent and uniformly distributed
over Fq , we have H

(
A[W,S]

)
= T log q. The result then

follows from (6).

15Note that here we are using the same argument as in the proof of
Theorem 1 (cf. (13)).

B. Proof of Corollary 3

Let C = 〈E〉⊥. From Theorem 2, C must be a code with
blocklength K and (M,D)-cooperative locality. Using (8), it
is shown in [17, Corollary 1] that the rate of a code with
(M,D)-cooperative locality for M ≥ D is upper bounded
as M/(M + D). Therefore, we have T/K ≥ 1 −M/(M +
D), which yields T ≥ dDK/(D + M)e. As the messages
are independent and uniformly distributed over Fq , we have
H
(
A[W,S]

)
= T log q. The result then follows from (6).

C. Proof of Corollary 4

Let H be a parity check matrix of an [n, k, (r, `)] coopera-
tive LRC. From Theorem 2, H is a solution (up to a column-
permutation) of a multi-message PIR-SI problem such that
K = n, M = r, and D = `. Now, in [35, Lemma 1], it is
shown that, when D > M , the number of transmissions in any
multi-message PIR-SI scheme is at least K −M . Therefore,
we have n− k ≥ n− r, from which the result follows.

D. Rate-Optimal LRCs are ‘Good’ LRCs

From [25, Theorem 2.1], we have the following upper bound
on the size of an (n, k, r) LRC: for any (n, k, r) LRC C ⊂
Fnq , the size |C|≤ qn−dn/(r+1)e. We refer to an (n, k, r) LRC
C satisfying the equality |C|= qn−dn/(r+1)e to be a (rate-)
optimal LRC. To simplify the presentation, we define TOPT ,
dK/(M + 1)e.

In the following, we show that any optimal LRC must
contain K − TOPT coordinates whose values determine the
values of the remaining TOPT coordinates.

Lemma 12. For an optimal (K,K−TOPT ,M) LRC C ⊂ FKq ,
there exists a partition of K coordinates into sets P1 and
P2 such that |P1|= K − TOPT , |P2|= TOPT , and for any
codeword c ∈ C, the symbols cP2 can be recovered from the
symbols cP1 .

Proof: We iteratively construct P1 and P2 as follows.
1. Initialize P1 = P2 = ∅
2. While |P1 ∪ P2|< K:

2.1 Choose a coordinate i 6∈ P1 ∪ P2;
2.2 Set P1 ← P1 ∪R(i), for a repair group R(i) of i;
2.3 Set P2 ← P2 ∪ {i}.

By this construction, the coordinates in P2 can be recovered
from the coordinates in P1.

Note that, in each step, P2 grows by one, and P1 grows by
at most M as the locality of the code is M . In other words,
in each step, P1 ∪ P2 grows by at most M + 1. Therefore,
the number of steps for which the while loop runs is at least
dK/(M + 1)e = TOPT . This gives |P2|≥ TOPT .

Next, we show that |P2|≤ TOPT . Since there is a bijection
between FK−TOPT

q and C, and since each coordinate in P2 is
a function of the coordinates in P1, there must be a bijection
between FK−TOPT

q and CP1
. This implies that |P1|≥ K −

TOPT , and thus, |P2|≤ TOPT .
We conclude that |P2|= TOPT , which completes the proof.


