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Abstract—Regenerating codes enable trading off repair band-
width for storage in distributed storage systems (DSS). Due
to their distributed nature, these systems are intrinsically sus-
ceptible to attacks, and they may be susceptible to multiple
node failures. This paper analyzes storage systems that employ
cooperative regenerating codes that are robust to passive eaves-
droppers, and proposes codes achieving the secrecy capacity for
the minimum bandwidth cooperative regenerating point. The
achievability results correspond to exact repair, and secure file
size upper bounds are obtained using mincut analyses over
a suitable secrecy graph representation of DSS. The main
achievability argument is based on appropriate precoding of the
data using MRD (Gabidulin) codes to eliminate any information
leakage to the eavesdropper.

Index Terms—Coding for distributed storage systems, mini-
mum bandwidth cooperative regenerating codes, security.

I. INTRODUCTION

Distributed storage systems (DSS) are designed to store

data over a distributed network of nodes. Data to be stored

is more than doubling every two years, and efficiency in

storage and data recovery is particularly critical today. In

addition to resilience against node failures, DSS require ade-

quate mechanisms to endure adversarial attacks, such as one

from eavesdroppers aiming to gain access to the stored data.

Therefore, designing systems that meet security requirements

while performing efficient repairs is of definite interest.

In [1], Dimakis et al. present a class of regenerating

codes, which efficiently trade-off per node storage and repair

bandwidth for single node repair in DSS. Explicit codes

that achieve one of the two ends of the trade off between

storage and repair bandwidth (namely, the points referred to

as minimum bandwidth regeneration (MBR) and minimum

storage regeneration (MSR)) have been investigated in several

works recently (see, e.g., [2], [3] and references therein). In

these works, while DSS can exhibit multiple simultaneous

node failures, the repair process is sequential, i.e., one by one.

However, it is desirable that the multiple failures be repaired

simultaneously: As large-scale systems, DSS can have multiple

failures, and some administrators (e.g., TotalRecall [4]), in

order to render the entire process more efficient and less

frequent, may choose to wait to initiate a repair process after

a certain threshold (t) on the number of failures is reached.

In such multiple failure scenarios, each new node replacing a

failed one can still contact d remaining (surviving) nodes to

download data for the repair process. In addition, replacement

nodes, after downloading data from surviving nodes, can

also exchange data within themselves to complete the repair

process. This repair process is referred to as cooperative

repair in [5]. Recent works, [6] and [7], provide a cut-set

bound argument and derive the cooperative counterparts of

the end points of the trade off region: minimum bandwidth

cooperative regenerating (MBCR) point and the minimum

storage cooperative regenerating (MSCR) point. Explicit code

constructions for exact repair at the MBCR point are presented

in [7] for d = k, and in [8] for n = d+ t.
To secure DSS, cryptographic approaches like private-key

cryptography are often logistically prohibitive, as the secret

key distribution between each pair of nodes and its renewal are

highly challenging. Compared to cryptographic approaches,

information theoretic security (see, e.g., [9], [10]) offers se-

crecy guarantees even with infinite computational power at

eavesdroppers without requiring the sharing and/or distribution

of keys. The design of (information theoretically) secure DSS

against eavesdropping attacks has been recently studied in

[11], where the authors consider a passive eavesdropper model

that observe the data stored on ℓ (< k) storage nodes for a

DSS employing an MBR code. In another work, Shah et al.

[12], utilizing product matrix codes, present coding schemes

that achieves the bound on secrecy capacity at the MBR point.

In this paper, we focus on secure and cooperative regener-

ating codes for DSS at the minimum bandwidth regenerating

point. This model generalizes the single node repair setting

considered in earlier works to multiple node failures. In

terms of security requirements, we consider an attacker having

access to data stored on any ℓ number of nodes (a passive

and colluding eavesdropper model analyzed in earlier works).

Given such a model, we first derive an upper bound on the

secrecy capacity for MBCR codes. Compared to earlier works,

this bound is obtained from the min-cut analyses over the

secrecy graph representation of DSS employing cooperative

repair. Then, we propose a novel coding scheme which

precodes the data with MRD (Gabidulin) codes, and then

utilize the code proposed in [8] (having download links with

minimum bandwidth for d = n−t). We show that the proposed

scheme achieves secrecy efficiently as it achieves the proposed

upper bound, characterizing the secrecy capacity for MBCR

codes. The proposed code design allows for exact repair. And,

the precoding argument can be seen as an extension of the

seminal work of Shamir [13] to the context of DSS.



II. SYSTEM MODEL AND PRELIMINARIES

Consider a DSS with n live nodes and a file f of size M
over a field F, size of which is to be finalized later. In order

to store the file f , it is divided into k blocks (f1, . . . , fk) each

of size M/k (fi ∈ F
M

k

q ). These k data blocks are encoded

into n data blocks, (x1, . . . ,xn), each of length α over Fq

(α ≥ M

k
). Given the codewords, node i in an n-node DSS

stores encoded block xi. In this paper, we focus on “any k
out of n” property, i.e., the content of any k nodes suffices to

recover the file. The symbols stored at node i is represented

by the vector si, the symbols transmitted from node i to node

j is denoted as di,j , and the set dj is used to denote all of

the downloaded symbols to node j. DSS is initialized with

si = xi for i = [1 : n]. (For a < b, [a : b] represents the set

of numbers {a, a+ 1, · · · , b}.)

A. Cooperative repair in DSS and information flow graph

In their seminal work [1], Dimakis et al. models the oper-

ation of DSS by a multicasting scenario over an information

flow graph. In the cooperative setting (see Fig. 1), information

flow graph consists of three types of nodes: 1) Source node

(S): Contains original file f of size M symbols. 2) Storage

nodes ((xin
i , xco

i , xout
i )): xin is the sub-node having the con-

nections from the live nodes, xco is the sub-node having the

connections from the nodes under repair in the same repair

group, and xout is the storage sub-node, which stores the data

and is contacted by a data collector or other nodes under repair.

3) Data collector (DC): Each data collector (DC) contacts

xout sub-node of k live nodes (with edges each having ∞-

link capacity).

Here, xin is connected to xco with a link of infinite capacity,

xco is connected to xout with a link of capacity α. We

represent cuts with a notation with bars as in (xin, xco|xout),
meaning the cut is passing through the link between xco and

xout. (See Fig. 1.) The nodes on the right hand side of the

cuts belong to DC side, represented by the set D, whereas the

nodes belonging to the left hand side of the cuts belong to

Dc, the source side. For a newcomer node, xin
i is connected

to xout sub-nodes of d live nodes with links of capacity β
symbols each, representing the data downloaded during node

repair. This newcomer node also connects to xin sub-nodes of

(t − 1) nodes being repaired in the same group, each having

a link capacity of β′. Hence, the total repair cost is given by

γ = dβ + (t− 1)β′.

B. MBCR and MSCR points

For a given graph G and DCs DCi, the file size can be

bounded using the max flow-min cut theorem for multicasting

utilized in network coding [1], [14].

Lemma 1 (Max flow-min cut theorem for multicasting).

M ≤ min
G

min
DCi

maxflow(S → DCi,G),

where flow(S → DCi,G) represents the flow from the source

node S to DCi over the graph G.
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Fig. 1: Information flow graph of DSS with n = 5, d = k = 3,
and t = 2. Left: After the failure of node 1 and node 2, the
system cooperatively repairs these two nodes as node 6 and

node 7 such that xout
6 = xout

1 and xout
7 = xout

2 . Right: Multiple

repair stages and a cut, represented by dotted line, are shown.

The first repaired node has a cut of type (|xin, xco, xout) and
the second has a cut of type (xin, xco|xout). Nodes that are

being eavesdropped are indicated with dashed-dotted circles.

Therefore, M symbol long file can be delivered to a DC,

only if the min cut is at least M. Dimakis et al., [1], consider k
successive node failures and evaluate the min-cut over possible

graphs, and obtain a file size bound for t = 1 case. The codes

that attain the bound are named as regenerating codes [1].

Using a similar approach, a file size bound in the cooperative

setting can be obtained as follows [3], [6], [7]. (In the next

section, we derive a secure file size bound using a similar min

cut approach.)

M ≤

µ−1
∑

i=0

uimin

{

α,



d−

i−1
∑

j=0

uj



 β + (t− ui)β
′

}

, (1)

where ui ∈ [0 : t] is the number of repaired nodes in repair

group i ∈ [0 : µ − 1] that is connected to DC. Similar to

the t = 1 case analyzed in [1], the cut of type (xin, xco|xout)
has a value of α. The cut of type (|xin, xco, xout), on the

other hand, has a value of (t− ui)β
′ due to the links coming

from the nodes under repair that are not connected to DC and

additional value of (d−
i−1
∑

j=0

uj)β is due to the connections to

the previously repaired live nodes that are not contacted by

DC. (Here, we again subtract the values of the flows from the

nodes already belonging to the DC side, D.)

Note that, given a file size M, there is an inherent trade off

between storage per node α and repair bandwidth γ , dβ +
(t−1)β′. Two classes of codes that achieve two extreme points

of this trade off are named as minimum bandwidth cooperative

regenerating (MBCR) codes and minimum storage cooperative

regenerating (MSCR) codes. The former is obtained by first

finding the minimum possible γ and then finding the minimum

α satisfying (1). MSCR point, on the other hand, is obtained by

first choosing a minimum storage per node (i.e., α = M/k),
and then minimizing γ satisfying the min cut (1). We depict

these two trade off points, which are directly computable from

(1), in Fig. 2. (See [6], [7] for a detailed derivation of these

two points.) Note that, when t = 1, these points correspond

to MBR/MSR points characterized in [1].
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Fig. 2: Storage vs. repair bandwidth trade off for cooperative

regenerating codes. The repair bandwidth is given by γ =
dβ + (t− 1)β′.

C. Eavesdropper model

In the following, we provide the eavesdropper model to-

gether with a definition of achievability of secure file size.

(Note that, as α = γ for MBCR codes, the eavesdropper

does not gain additional knowledge regarding the file by

observing the downloaded information after observing the

stored content.)

Definition 2 (Security against an ℓ-eavesdropper). File size of
Ms is secure against an ℓ-eavesdropper, if, for any sets E of

size ℓ, I(fs; e) = 0, where f
s is the secure file of size Ms,

which is first encoded to a data f of size M before storing on

DSS, and e is the eavesdropper observation vector given by

e , {xout
i : i ∈ E}.

The following lemma will be used in the sequel.

Lemma 3 (Secrecy Lemma). Consider a system with informa-

tion symbols u, random symbols r (independent of u), and an

eavesdropper with observations given by e. If H(e) ≤ H(r)
and H(r|u, e) = 0, then I(u;e)=0.

Proof: We have I(u; e) = H(e) − H(e|u)
(a)

≤ H(e) −

H(e|u) +H(e|u, r)
(b)

≤ H(r) − I(e; r|u)
(c)
= H(r|u, e)

(d)
= 0,

where (a) follows by non-negativity of H(e|u, r), (b) is due to
H(e) ≤ H(r), (c) follows as r and u are independent, (d) is

due to H(r|u, e) = 0. (The proof above follows the classical

techniques given in [10]. See also [12].)

III. UPPER BOUND ON SECURE FILE SIZE FOR SECURE

MBCR CODES

Analysis of the cut-set bounds for cooperative regenerating

codes are provided in [6], [7]. (See also [3], [5]. Here, we

follow the notations of [3], [6].) Consider a scenario where

groups of nodes are repaired sequentially. Let ui denote the

number of nodes in group i that are repaired in group i and
contacted by the DC. We have ui ∈ [1 : t], ∀i = 0, 1, · · · , µ−

1,
µ−1
∑

i=0

ui = k, where µ is the total number of groups that have

been repaired. For deriving secure file size bound, the DC is

assumed to contact only these k nodes that belong to one of

these µ groups.

We consider two types of cuts: mi number of nodes have

the first cut type (xin, xco|xout), and ui−mi number of nodes

have the second cut type (|xin, xco, xout), 0 ≤ i ≤ µ− 1. We

consider ℓ number of colluding eavesdroppers, each observing

the contents of different nodes. We denote the number of

eavesdroppers on the nodes in the first cut type as li,1; and
denote the number of eavesdroppers on the nodes in the second

cut type as li,2 such that

li,1 ≤ mi, li,2 ≤ ui −mi,

µ−1
∑

i=0

(li,1 + li,2) = ℓ.

Thus, for group i, due to the eavesdroppers, the nodes that

belong to the first type can only add the value of (mi− li,1)α
to the cut. The second type, on the other hand, consists of

ui − mi nodes, out of which li,2 of them are eavesdropped.

As the data downloaded is equal to the data stored at MBCR

point, the nodes that are eavesdropped do not add a value to

the cut. The remaining ui−mi− li,2 number of nodes contact

d live nodes,
i−1
∑

j=0

uj number of these belong to the previous

groups being repaired. In addition, these nodes contact t− 1
nodes from the same repair group, out of which ui −mi − 1
number of nodes belong to D. Accordingly, this cut-set bound

is given by the following.

Ms ≤

µ−1
∑

i=0

((

mi − li,1
)

α+
(

ui −mi − li,2
)

Ci

)

, (2)

where Ci =

(

d−
i−1
∑

j=0

uj

)

β + (t− ui +mi)β
′.

We consider two scenarios in (2): (i) mi = 0, li,2 = li, and
(ii) mi = ui, l

i,1 = li. Hence, we obtain,

Ms ≤

µ−1
∑

i=0

(ui − li)min







α,



d−

i−1
∑

j=0

uj



β + (t− ui)β
′







Note that, at MBCR point, the nodes store what they

download. Therefore, α = dβ + (t − 1)β′. Utilizing this,

consider having µ = k, ui = 1, ∀i = 0, · · · , k− 1 in equation

above. Accordingly, we obtain

Ms ≤
k−1
∑

i=0

(1− li) ((d− i)β + (t− 1)β′) . (3)

Here, the minimum cut value corresponds to having li = 1 for

i = 0, 1, · · · , ℓ− 1; and li = 0 otherwise. Hence, we get

Ms ≤

k−1
∑

i=ℓ

(d− i)β + (t− 1)β′

=
(k − ℓ)(2d− k − ℓ+ 1)

2
β+ (k − ℓ)(t− 1)β′.

The normalized values at the MBCR point are given by β′ = 1,
β = 2, α = γ = 2d+ t− 1, M = k(2d− k + t). Using this

in the equation above, we get the following result.



Theorem 4. Cooperative regenerating codes operating at the

MBCR point with a secure file size of Ms satisfy

Ms ≤ k(2d− k + t)− ℓ(2d− ℓ+ t), (4)

and the MBCR point is given by β′ = 1, β = 2, α = γ =
2d+ t− 1 for a file size of M = k(2d− k + t).

IV. CODE CONSTRUCTION FOR SECURE MBCR CODES

We consider secrecy precoding of the data at hand before

storing it on DSS nodes using an MBCR code. We establish

this precoding with maximum rank distance (MRD) codes. In

vector representation, assuming m ≥ N , the norm of a vector

v ∈ F
N
qm is the column rank of v over the base field Fq ,

denoted by Rk(v). (This is the maximum number of linearly

independent coordinates of v over the base field Fq, for a given

basis of Fqm over Fq.) Rank distance between two vectors is

defined by d(v1,v2) = Rk(v1 − v2). (In matrix representa-

tion, this is equivalent to the rank of the difference of the two

corresponding matrices of the vectors.) An [N,K,D] MRD

code over the extension field Fqm achieving the maximum

rank distance D = N−K+1 (for m ≥ N ) can be constructed

with the following linearized polynomial. (This is referred to

as the Gabidulin construction of MRD codes, or Gabidulin

codes [15].)

f(g) =

K−1
∑

i=0

uig
[i], (5)

where [i] = qi, and g, ui ∈ Fqm . Then, given N linearly

independent elements over Fq , {g1, · · · , gN} with gj ∈ Fqm ,

the codewords for a given set of K message (information)

symbols, ui ∈ Fqm , i = [0 : K − 1], are obtained by

xj = f(gj) =
K−1
∑

i=0

uig
[i]
j for j = [1 : N ]. (With

generator matrix representation, we have x = uG, where

G = [g1, · · · , gN ; · · · ; g
[K−1]
1 , · · · , g

[K−1]
N ].) Note that the

linearized polynomial satisfies f(a1g1 + a2g2) = a1f(g1) +
a2f(g2), for a given a1, a2 ∈ Fq and g1, g2 ∈ Fqm , and this

will be utilized in the following.

Consider now the MBCR point given byM = k(2d−k+t),
β′ = 1, β = 2, α = γ = 2d+t−1,Ms = k(2d−k+t)−ℓ(2d−
ℓ+ t), and n = d+ t. We use MRD codes with N = K = M;

hence, the rank distance bound D ≤ N −K + 1 is saturated

at D = 1. Accordingly, we utilize [M,M, 1] Gabidulin codes

over Fqm , which maps length M vectors (each element of it

being in Fqm ) to length M codewords in F
M
qm (with m ≥ M).

The coefficients of the underlying linearized polynomial (f(g))
are chosen by M − Ms random symbols denoted by r ∈
F
M−M

s

qm and Ms secure data symbols denoted by u ∈ F
M

s

qm .

The corresponding polynomial f(g) is evaluated at M points

{g1,. . . , gM}, which are linearly independent over Fq . We

denote these as xj = f(gj) for j = 1, · · · ,M. This finalizes

the secrecy precoding step.

The second encoding step is based on the encoding scheme

for cooperative repair proposed in [8]. (Here, we summarize

file recovery and node repair processes for the case of MRD

precoding, and provide the proof of security.) Split the

M symbols into two parts a) x1 to xnk , and b) xnk+1 to

xnk+k(d−k). (Note that n = d+ t and M = nk + k(d− k).)
The first part is divided into n groups of k symbols, and

stored in n nodes. Here, node i stores x(i−1)k+1 to xik . The

second part is divided into d− k groups of k symbols. These

symbols are encoded with an (n, k) MDS code, and stored

on n nodes. In particular, {yj,1, . . . , yj,n} are generated from

symbols {xnk+(j−1)k+1 , . . . , xnk+jk}, and yj,i is stored

at node i, for j = 1, · · · , d − k. Node i, having stored

{x(i−1)k+1, . . . , xik, y1,i, . . . yd−k,i}, which is referred to as

the primary data of node i, encodes these symbols using

an (n − 1, d) MDS code that has a generator matrix given

by a (generalized) Cauchy matrix Φ of size d × (n − 1).
(This choice of Φ ensures that [Id Φ] is generator matrix for

an (n + d − 1, d) MDS code [16].) These n − 1 symbols

are stored in every other node one-by-one. We denote the

encoded primary data of node i that is stored in node j 6= i
as zj,i. We call these as the secondary data. This procedure

is repeated for every node, so that each node i stores

{x(i−1)k+1, . . . , xik, y1,i, . . . , yd−k,i, zi,1, . . . , zi,i−1, zi,i+1,
. . . , zi,n}, and hence total number of symbols stored at each

node is k+ (d− k) + (n− 1) = d+ n− 1 = 2d+ t− 1 = α.
File recovery at DC: DC connects to any k nodes, without

loss of generality we assume the first k nodes. From yj,1:k,
DC can obtain xnk+(j−1)k+1 , · · · , xnk+jk , for each j = [1 :
d− k]. It can re-encode this into yj,1:n using the MDS code,

and obtain the other y symbols at the remaining nodes. Then,

for each i ∈ [k + 1 : n], DC can use the MDS property of

[Id Φ], to obtain x(i−1)k+1, · · · , xik symbols of node i from
the k secondary data symbols of the contacted nodes, i.e.,

zj,i for j = [1 : k], and additional d − k symbols, yj,i for

j = [1 : d−k]. Having obtained x1, · · · , xM, DC can perform

interpolation to solve for both data and random coefficients.

Node repair: Assume that the first t nodes fail. From

the secondary data stored in the remaining d = n − t
nodes, zt+1,i, · · · , zn,i, one can recover x(i−1)k+1, · · · , xik

and y1,i, · · · , yd−k,i; for node i = 1, · · · , t. (This corresponds
to sending 1 symbol from each of d nodes to each of the t
nodes.) Then, to recover the secondary data stored at each node

under repair, say for the node j = 1, · · · , t, every other node,

i.e., nodes i 6= j, including the nodes under repair, computes

and sends its corresponding encoded primary data, i.e., zj,i,
to node j. (This corresponds to sending 1 symbol from each

node to each of the t nodes.) This achieves β = 2 and β′ = 1
symbols for the repair procedure.

Security: Consider that the eavesdropper is observ-

ing the first ℓ nodes. Due to the code construction,

the symbols in the sets X = {x1, . . . , xℓk}, Y =
{y1,1, . . . , yd−k,1, · · · , y1,ℓ, . . . , yd−k,ℓ}, Z = {zj,i for j =
1, . . . , ℓ, and i = ℓ + 1, · · · , n} correspond to linearly inde-

pendent evaluation points. (Note that, the symbols {zj,i} for

j = 1, · · · , ℓ; i = 1, · · · , ℓ; j 6= i, are linear combinations of

the symbols in X ∪ Y .) Due to the linearized property of the

code, the eavesdropper observing ℓα = ℓ(2d+ t−1) symbols,

has evaluation of polynomial f(·) at ℓ(2d + t − ℓ) linearly



independent points. Using the data symbols, together with

interpolation from these ℓ(2d+t−ℓ) symbols, the eavesdropper

can solve for ℓ(2d+t−ℓ) random symbols. Therefore, denoting

the eavesdroppers’ observation as e, we have H(r|e,u) = 0.
As, H(e) = H(r), from Lemma 3, we have I(u; e) = 0.
From above and Theorem 4, we obtain the following result.

Theorem 5. The secrecy capacity at MBCR point for a file

size of M = k(2d− k+ t) is given by Ms = k(2d− k+ t)−
ℓ(2d− ℓ+ t), if n = d+ t.

V. DISCUSSION AND CONCLUDING REMARKS

A. Secure MBCR code examples

Cooperative regenerating codes has a repair bandwidth

given by γ = dβ + (t − 1)β′. Here, we analyze γ
Ms , the

ratio of repair bandwidth to the secure file size, referred to

as the normalized repair bandwidth (NRBW). The parameters

of Theorem 5 are given in the following table. (ℓ = 0 case

corresponds to the systems without security constraints. t = 1
case corresponds to non-cooperative case.)

TABLE I: NRBW for n = 4, 5, d ≥ k, d+ t = n.

n k l t d β/Ms β′/Ms γ/Ms M Ms

4 2 0 1 3 0.2000 0.1000 0.6000 10 10

4 2 0 2 2 0.2500 0.1250 0.6250 8 8

4 2 1 1 3 0.5000 0.2500 1.5000 10 4

4 2 1 2 2 0.6667 0.3333 1.6667 8 3

4 3 0 1 3 0.1667 0.0833 0.5000 12 12

4 3 1 1 3 0.3333 0.1667 1.0000 12 6

4 3 2 1 3 1.0000 0.5000 3.0000 12 2

5 2 0 1 4 0.1429 0.0714 0.5714 14 14

5 2 0 2 3 0.1667 0.0833 0.5833 12 12

5 2 0 3 2 0.2000 0.1000 0.6000 10 10

5 2 1 1 4 0.3333 0.1667 1.3333 14 6

5 2 1 2 3 0.4000 0.2000 1.4000 12 5

5 2 1 3 2 0.5000 0.2500 1.5000 10 4

A direct calculation shows that NRBW for the case t > 1 is

strictly greater than that of t = 1 when n = d+ t for any l <
k. (In the table above, bold-red font indicates higher NRBW

compared to (t = 1, d = n − 1) case.) This in turn means

that one may not deliberately delay the repairs to achieve a

better performance than that of single failure-repair if d is

chosen such that n = d + t for a given (n, t). However, if
the downloads within the cooperative group are less costly

compared to the downloads from the live nodes, then delaying

repairs would be beneficial in reducing the total cost. (Note

that, the bandwidth for t > 1 case can be smaller than t = 1
case for d < n− t [6].)

B. Concluding remarks

In this paper, we considered secure cooperative regenerating

codes for DSS. We characterized the secrecy capacity (against

a passive eavesdropper observing contents of ℓ storage nodes)
at the minimum bandwidth cooperative regeneration (MBCR)

point. The code construction proposed in this paper utilizes

maximum rank distance (MRD), in particular Gabidulin, codes

as a precoding step. Indeed, the properties of linearized poly-

nomials are essential in obtaining the results. The properties of

such codes have been utilized to achieve secrecy in different

contexts in the literature: [17] for error control in network

coding, [18] for resilience against active eavesdroppers, and

[19] for security in locally repairable codes. The results in this

paper shows that, in addition to previous works, MRD codes

have useful properties in constructing secure cooperative DSS.

As a final note, we point out that the code construction

presented in this paper has the requirement of d = n − t.
However, for practical systems, it may not be possible that a

failed node connects to all the remaining nodes. In an extended

version of this work [20], utilizing the codes presented in [21],

we proposed secure MBCR codes for d < n− t.
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