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M,

communication over the broadcast channel with receiver sid l
information, under the lens of individual secrecy constrants Y
5 e}
is made vanishing). Several coding schemes are proposed by Transmitte Xn i s )
extending known results in broadcast channels to this seccy M ] re Yy
setting. In particular, individual secrecy provided via one-time : —» My
pad signal is utilized in the coding schemes. As a prelimingr
characterization of the capacity region for the case of a dagded
eavesdropper. an 5
I

The broadcast channel is a fundamental communicationF19- 1: Wiretap channel with receiver side information.
model that involves transmission of independent messages
transmission of independent messages to two receivershw%ilst " (at receiver 1),47 (at receiver 2) and:" (at
have, respectively, the desired message of the other Bzcely, ! 2

bl ith q icinall - St receiver 1) andn; (available at receiver 2), serve also as
problem (without an caves rqpper) was originally motiuat&iye jnformation that may help to decode the desired message
by the concept of the bidirectional relay channel, where
nodes exchange messages via a relay node. If the relay n Qﬁables and corresponding small cases for their re@izsy)
codeword to both nodes each having their own message as §i be P, ;. The rate paif R:, R») is said to beachievable
. . . . . . e, ) ]
information. In [1], the broadcasting capacity region (Wit ¢ ¢, any ¢ > 0. there exists an encoder-decoder such that

Abstract—In this paper, we study the problem of secure My
(i.e., information leakage from each message to an eavesgizer
result, we obtain a general achievable region together witha
. INTRODUCTION
fo diffierent users. In this paper, we consider the S’ecu{c?receiverl,Q, respectively. Supposg® is the channel input,
T ) : . . avesdropper), are the channel outputs. Besi vailable

as side information. The model is shown in Fig. 1. Th pper) P tdgsa
nless otherwise specified, we use capital letters foraamd

decodes both messages, then it can broadcast a Comm‘?ﬁenote the average probability of decoding error at receive
5

an eavesdropper) has been completely characterized.

The model of the broadcast channel with receiver side lH(Mi) >R, — ¢ 1)
information (BC-RSI) with an external eavesdropper hasibee n
studied in [2]. The authors proposed achievable rate region Peq <e @)
and outer bounds for a joint secrecy constraint, whereby lI(Mi;Z") <e, ©)
the information leakage frontboth messages to the eaves- n N

dropper is made vanishing. Differently from [2], we reviewor i = 1,2 and for sufficiently largen. Equation (3) corre-
the problem undeimdividual secrecy constraints that aim tosponds tdndividual secrecy constraints. If the coding scheme
minimize the information leakage fromach message to the fulfills a stronger condition that

eavesdropper. Although individual secrecy constraingskar 1 .
definition weaker than the joint one, they neverthelessigeov gI(Ml’ M2 2") <, )

an acceptable security strength that keeps each legitimgign it is said to satisfy thgint secrecy constraint.
receiver away from an invasion of secrecy. In addition, atjoi e recall the capacity region of the discrete memoryless
secrecy constraint can be difficult or even impossible thliful proadcast channel with receiver side information, whenenon

in certain cases. So, in this paper, our main concern is dpthe secrecy constraints are taken into account.
characterize the fundamental limits of secure commurtnati

under the individual secrecy constraints for the BC-RSI ehod 1heorem 1. ([1, Theorem 1]) The capacity region of the dis-
crete memoryless broadcast channel p(y1, y2|x) with receiver

Il. SYSTEM MODEL side information is the set of the rate pairs (R;, Rz) such that
Consider a d_iscrete mem_oryless brc_)adcast channel givgn by R <I(X;Y;) and Ry < I(X:Y) (5)
p(y1,y2, z|x) with two legitimate receivers and one passive .
eavesdropper. The transmitter aims to send messages,, Over all possible pmf p(z).



I1l. I NDIVIDUAL -SECRECY RATE REGION 2™ and index them as™ (ixs, iks, t15) With ix = (ikz, iks) €
A. Secret key approach [1:2nUI(X52) =] x [1 : 27— 1(X52)+9)] - Correspondingly,

Consider the symmetric secret rate region wh&e = split My, = (M’”’y’“)' We have
o . H(Mls;Mks|Z )
Ry = R, i.e., M, and M, are of the same entropy. One can
apply a one-time pad approach as proposed in [2]. With this = =H (M1, My, X"|Z") — H(X"|Mys, Mys, Z")
scheme, the following rate region is achievable. (a)
N R* satighi > H(Mys, Mys, X", Z") — H(Z") — ney
Proposition 2. Any (Rq, R2) € satisfying —H(X™) 4+ H(Z"X"™) — H(Z") — net
Ry =Ry < min{l(X;V1),I(X;Y3)} (6) ®)
>nRy +nH(Z|X)—nH(Z) — ne
for any p(x) is achievable. ©
Proof: Randomly generatg™* codewords:™ according > H(Mys, Mys) = nd(e),
to [T;_, p(z;). Given (mi,ms), sendz™(my) with m; = where (a) follows asH (X"|Mis, Mks, Z") < ne; due
my @ me to the channel. Both receivers can decode reliably Fano’s inequality and that the eavesdropper can decode
by utilizing their side information to extract intended rmages X" reliably, given (M, M1s,Z™); (b) is due to the fact

if R = Ry <min{I(X;Y1),1(X;Ys)}. that H(X") = nRy; H(Z"|X") = nH(Z|X) since the
For the secrecy constraint, we have fot 1, 2, channel is memoryless; anld (Z") = >°° | H(Z;|Z{™") <

T H(Z) = H(Z); is d to the fact that

H(Mi 27) < I(Mi 27 M) = I M) =0, (1) gpisl ), = lT2) () 8 due Jo ine Ject tha

11(1\4157 Mks) = n(R1 — Rg) —|— n(Rg — I(X, Z) + 6).

where the 1st equality is due to Markov chaify — M;, — Above inequality impliesl/(Mis; Z") < nd(e). In addi-

Zm; and the 2nd is sincé/}, is a one-time pad of/;.  m tion, we boundl (Miy; Z"[Mys) < I(Mayg; Z", Ms, Mi) =
Note that the above achievable region is limited by the wordéMix; My, M1s) = 0 due to Markov chainMy, —

channel. In the following, we consider other coding scheméaZk, M) — Z". Therefore, we obtain

to enlarge the achievable region beyond the one stated aboveI(Ml; Z") = I(Myy; Z") + I(Myy; Z"|Mis) < nd(e).

B. Secrecy coding approach This concludes the individual secrecy proof. [

Consider those channel inputgz) such thatl(X; Z) < Proposition 4. If the channel to the eavesdropper is degraded

min{/(X; V1), I(X;Y3)}. Assume that (X;Y2) < I(X3¥1). it respect to the channels of both legitimate receivers, then

For such cases, we Slel, intg two parts: one ,Of entropy the individual-secrecy capacity region is given by the union of
n(I(X;Y1) — I(X;Y32)) which is secured by using secrecy(R1 R.) € R* pairs satisfying

coding for classical wiretap channels; and the other ofogytr Ry < min{I(X; Y1) — I(X; Z) + Ro, [(X:Y1)}:

nI(X;Y>) which is secured by capsuling with/; in a one- . (9)
time pad (thus)M, is also secured). We obtain the following. Ry <min{l(X;Ys) — I(X; Z) + R1, [(X; Ya)},
Proposition 3. Any (Ry, Ry) € R satisfying where the union is taken over p().

I(X:Z) < Ry < I(X;Y1); I(X;2Z) < Ry < I(X;Ya) (8) Proof: With the degraded condition, we havd (X; Z) <

min{I(X;Y7),I(X;Y2)} for any p(x). DenoteR; to be the
for p(xz) such that I(X;Z) < min{I(X;Y7),I(X;Y2)} is region achievable by Proposition 3, as defined in (8) . Furthe
achievable. denoteRs = {(R1,R2) : R1 = 0,Re < I(X;Y2)—I(X; Z)}
andRz = {(R1, R2) : R < I(X;Y1) — I(X;2), Ry = 0},
which are achievable by employing Wyner’s secrecy coding.
The achievability of the region in (9) follows from the comve
hull of R; U R2 U R3. The converse follows directly from
Theorem 1 together with Proposition 7 provided below.m

Proof: Assume tha?; < R;. We split M; into two parts,
i.e., My = (Mg, M) with M, of entropynR,, the same
as My; whilst M, of entropyn(R; — Ra).

Randomly generate2”® codewords 2™ according to
[T, p(x;). Throw them into2"(#1=F2) hins [3] and index
2" (ig, 1) With (ig,d15) € [1: 27F2] x [1: 2n(Ffa—Ra)], C. Superposition coding

Given (m1,mz), sendz™(mg, mys) With my, = my; @ Consider a degraded broadcast channel wiérer Y7 —
my to the channel. Receiver 2 can decodg reliably using vy, forms a Markov chain. Then, one can utilize superposition
typical set decoding if?; < I(X;Y>2) with the help ofmi, coding to transmit a cloud center to the weak receiver and
and thus extract,. Receiver 1 can decode bathy, andmis  poth the cloud center and satellite codewords to the strong
if Ry < I(X;Y1), and extractn,, from the former givenna.  receiver [3]. By utilizing the one-time pad message as the

At the eavesdropper, for the secrecydb, we have cloud center, one can readily achieve the following region.

I(Ma3; Z™) < I(Ma; Z", My, Mys) = I(Ma; My, M1s) =0,  Proposition 5. The individual-secrecy rate region for BC-RS

Further, the secrecy af/; is shown as follows. Sincés > is achievable for the set of the rate pairs (R, Rs) such that

I1(X; Z), for a fixediis, one can further bin the codewords R; = I(U;Y:); R < I(V;Y;|U) — I(V; Z|U) + Ry, (10)



over all p(u)p(v]u)p(z|v),

and T = {1,2}\{¢}.

where ¢ = 1(U;Y;
argzgig}{ (U:Y3)}

Proof: Assume thatRy < R;. (This corresponds to the

caset = 2 in which I(U;Y2) < I(U;Y1), sinceV can
be always chosen such th&{V; Y;|U) — I(V; Z|U) is non-
negative). Represedt; by (M, M), with M7y, of entropy
nRs, the same as that dff; and M; of entropyn(R; — Ra).

Codebook generation: Fix p(u),p(v|u). First, randomly
generate2"?2 ji.d sequences”(k), k € [1 : 2"f2], accord-
ing to T[], p(u;). Secondly, for each."(k), according to
[T~ p(vi|u;), randomly generate i.i.d sequences(k, s, r)
with (s,7) € [1: 2n=F2)] 5 [1 : 20U (V3ZIU) =€),

Encoding: To send message&ni,ms), chooseu”(k),
wherek = my £ my, @ mo. Givenu™(k), randomly choose
re [1:2nUVZIU)=9] and findv™ (k, my,, r). Generater™
according to[ [, p(z;|v;), and transmit it to the channel.

Decoding: Receiver 2, upon receiving, findsu" (k) such
that (u™(k), y?) is jointly typical. (It is necessary thak, <
1(U;Y3).) With the knowledge ofn,, decodeny = my S k.

Receiver 1, upon receiving”, finds u"(k) such that
(u™(k),y?) is jointly typical. (This is possible sinc&, <
I(U;Y3) < I(U;Y1).) Corresponding ta.™(k), further find
v”(l%,mls,f) which is jointly typical with y?. With the
knowledge ofm,, decodern; = (mq & l%,mls).

Analysis of the probability error: Similar to the analysis
of the superposition coding for general discrete memosyl
broadcast channels, we have,P.» — 0 asn — oo if
Ry < I(U;Ys)—eandRy < I(V;Y1|U)—I(V; Z|U)+Ra—e.

Analysis of individual secrecy: For the secrecy of\l,, due
to the Markov chailMy — (M, M1s) — Z™, we have
I(Mo; Z™) < I(Ma; Z™, My, Mys) = I(Ma; My, M) = 0,
where the last equality is due to the fact théf = My P My,
is independent of\/; as its one-time pad encryption.

For the secrecy of\/;, we have

I(Mly ) I(M1k7M157Z ) (11)
=I(Mg; Z") + I(Mys; Z" | Miy,) (12)
OI(Myg; 27 M) (13)
<I(Mys; Z", My, My,) (14)
=I(Ms; Z", My) + I(Mig; M1i|Z™, M) (15)
Q1M 27, My) (16)
=H (M) — H(Mys| My, Z™) 17)
=n(Ry — Ra) — H(M1s| My, Z"), (18)

where (a) is due to the fact that(M;x;Z") = 0 by

following a similar proof ofI(Ms; Z™) = 0; (b) follows that
I(Myg; My | Z™, My,) > 0 and thatH (My,|Z", My, My,) =
H (M| My, Mys) = H(Myy) > H(Mg|Z™, My,).

To complete the proof thak(M;; Z™) < nd(e), we show

in the following thatH (M| My, Z™) > n(R1 — Ra) —nd(e).
H(Myo| My, 27) CH (M U™, 27)
=H(Ms, Z"|U") — H(Z"|U")
=H (M, Z", V"|U")
—HWV™U", My, Z") — H(Z™|U™)
=H(V"\U™)+ H(Z"|U",V")
—H(V"U", My, Z") — H(Z"|U")

)
>n(Ry — Ra) — nd(e),

where (c) is due to the fact thal/™ is uniquely deter-
mined by Mj; (d) follows as H(V"|U") n(Ry —
Ry) + n(I(V-Z|U) — ¢) by codebook construction;
H(Z™MU™, V™) = Z H(Z;|U;,V;) =nH(Z|U,V) since the
channel is dlscrete memorylesE,(V"|U", My, Z™) < ne

due to Fano’s inequality and that the eavesdropper can de-
codeV” reliably, glven (U™, My, Z™); and H(Z™U™) =

z H(Zi|z'=1,U™) < z H(Z:|\U;) = nH(Z|U). m

D. Marton’s coding

A universal approach is to apply Marton’s coding for the
general broadcast channels, utilizing the one-time pacdages
as common message to transmit secure messages to both users.

Proposition 6. The rate region is given by (R, = Ry +
Rlé, Ry = Ry + Ras) pairs such that (Ry, R1s, Ras) belongs
% the region given by the union of rate tuples

Ry <min{I(U;Y1),I(U;Y2)}

Ris <min{I(V1, Va; Y1|U) — Ro, I(V1; Y1, Va|U)}

Rys <min{I(V1, Va; Y2|U) — Ro, (Va3 Y2, Vi|U)}
Ris + Ros <I(Vi; Y1, Va|U) + (Va3 Y2, VA|U) —

over any pmf p(u)p(vi,va|u) where Ry
I(Vi; ValU) + I(Vh, Va; Z|U ).

Proof: RepresentM;, My by My, = (Mg, M) and
My = (Mag, Mag) with My, Moy, of entropy nRy; whilst
M, of entropynR;, and Moy of entropynRas.

Codebook generation: Fix p(u), p(v1|u), p(va|u) and
p(z|vy,vo). First, randomly generate”’ ii.d sequences
u™(k), k € [1: 2"F*] according to[ [}, p(u;).

For eachu™(k), randomly generat@"(fis+FRict i) jjd
sequences? (k, si,c1,71) With (sy,c1,71) € [1 @ 2] x
[1 @ 2nfee] x 1 @ 28] according to i, p(vis|w:);
and similarly generate2n(fi2s+i2c+FH2r) jjid  sequences
B (k, s2,c2,72), (82,c2,12) € [1 1 27R25] x [1 1 2nft2e] x 1 :
2nRar] according tq [, p(vas|u;). For afixed(k, s1, s2), we
denote the produdt; x V, codebook to b€y, v, i (k, s1,52).

Encoding: To send message&ni,ms), chooseu”(k),
where k my my, @ meg. Given w"(k), find in
the product codebooKy, v, (k,m1s,m2s) @ jointly typi-
cal (v1(k,m1s,c1,71), 05 (k, mas, ca,72)) pair. (This is pos-
sible if Ry, + Ro. > I(V4;V5|U)). Generate and transmit
z" (v}, vl) according to[ [7"_, p(w;|vii, va).

p(xh)la U2)a



Decoding: Receiver 1, upon receivingy, finds u"(k)

(Un7 M187 M287 ch; WQC) Zn)l (C) fO”OWS that'H(anUn) S

such that(u™(k),y}) is jointly typical. (It is necessary thatnH (Z|U) and H(Z"|U™, V", V3') = nH(Z|U,V1,V2) and

Ry, < I(U;Y1)). With the knowledge ofny andu"(l%), further
find (v (k, s, é1,71), v3 (K, mas, ¢2,72)), Which is jointly
typical with 4. Decodern; = (may, @ k, 11).

Receiver 2, upon receivingy, finds u™(k) such that
(u™(k),y5) is jointly typical. (It is necessary thaR, <
I(U;Y3)). With the knowledge ofm; and u™(k), further
find (v (k,m1s,é1,71)), 05 (k, fas, é2,72)), which is jointly
typical with y2. Decodems = (mi; ® l%,mzs).

Analysis of decoding error: For P, ; (similar for P, ), a
decoding error happens iff 1 of the following events occur:

En ={(u"(k),y1) ¢ T},

E1a ={ (v} (k,m1s, €1,7m1), 05 (K, mas, c2,72)) & T},

Erz ={ (W (k,mys, e1,m1), 08 (k, mas, co, m2), y7) & TA™)},

Era ={ (v} (k,m,, ¢, 1), 05 (k,mas, ch,15), y}) € 72(”),
mys # M}

The probability of errorP, ; is upper bounded a®,.; <
PI‘(SH)+P1"(512|5f1)+PI‘(513|5f1, 5f2)+PI‘(514|51C1). By the
LLN, Pr(&1) andPr(&13|€5;, £Y,) tend to zero as — oo;

additionally by the rate choicB;,.+ Ry, = I[(V1, Va; Z|U)—e.
Adding those conditions such th&t 1, P, » — 0 asn — oo
to the rate choic&?y, + Ra, = I(V1,V2; Z|U) — €, we have
Ry <min{I(U; Y1), 1(U;Y2)}
Rlc + RQC ZI(‘/la ‘/2|U>
Ris + Rlc + R2c + er + R2’l“ SI(‘/l; ‘/27 }/1|U)
Ris + Ric + Ry <I(V1; Y1, V2|U)
Ras + Rac + Rop <I(Va2; Y2, V1|U)

fori=1,2

Eliminating R1., Rac, R1-, R2r by applying Fourier-Motzkin
procedure [3], we get the desired region(&f, R1s, Ros). B
Remark: SettingU, Y5, Vo = (), the region coincides with
the secrecy capacity region of the wiretap channel [4]; If we
let U = 0, it reduces to an achievable region under the joint
secrecy constraint (indicated by the above secrecy proof).

E. Upper bounds

For the individual secrecy capacity region of BC-RSI, an
obvious upper bound is the capacity region of the BC-RSI
without an eavesdropper as given in Theorem 1. Another upper

Pr(&12|€7,), by the mutual covering lemma [3] , tends to zerqng follows directly the work of wiretap channel with sbar

asn — oo since Ry + Rae > I(V1;V2]U) 4 € The 4th

key [5], as stated in the following proposition.

term,Pr(&14|€5;), by the packing lemma [3], tends to zero as

n — oo if R15+R16+R2C+R1T+R2T < I(Vh ‘/23 Y1|U)7€a
andeS + Ri.+ Rir < I(Vl,Yl,VQ|U) — €.
Analysis of individual secrecy: For the secrecy ofM;

Proposition 7. For any R in the achievable region, Ry is
upper bounded by

min{I(V;Y1|U)—I(V; Z|U)+Ro, [(V;Y1)}.

max

(similar for Ms), we follow the steps in (11)-(17) and obtainU—Vv —X—(y1,2)

(19)

In the following, we show thatH (Mg, Moy| My, Z™)
n(R1s + Ras) — nd’(e) holds if we take Ry, + Ra,
I(Vy,Va; Z|U) — e. This implies that H (M| My, Z™)
nRis — nd(e); and by (19) we obtaid (My; Z™) < né(e).
H(Ms, Maog| My, Z™)

=H(Mi,, My, Z"|U™) — H(Z™U™)

I(Mq; Z"™) <nRis — H(Mis| My, Z™).

>

(AVANI

(@)

ZH(Mlsv M257 Zn|ch; W267 Un) - H(Zn|Un)

:H(M157 M257 Zna V1n7 ‘/2n|W1(:; W2(17 Un) - H(Zn|Un)
- H(‘/ln’ ‘/2n|W107 WQC; Un; Mls; M2$a Zn)

(®)
ZH(Mst M257 Zna Vlnv ‘/'2n|ch, W2(:7 Un)

— H(Z™U™) — ne

=H (Mg, Mog, V", Vi | Wi, Woe, U™) — H(Z"™|U™) — ne
+ H(Z" |\ Wie, Wae, U, My, Mag, V", V3")

=n(Ris + Ras + Riy + Roy) + H(Z"|U™, V", V3")
— H(Z™"U™) — ne

(¢)
>n(Rys + Ras) — nd'(e)

where (a) follows by introducing random variablg, ., Ws,.
for the covering indicescy, co; (b) follows from the fact
that the eavesdropper can decoU@, V)" reliably given

If the channel is degraded such that X — Y; — Z, then for
any R, in the achievable region, R; is upper bounded by

min{I(X;Y1) — I(X;Z) + Ry, I(X; Y1)}.

max
X—=Y1—~Z

Smilar results hold for interchanging 1 and 2 above.

IV. CONCLUSION

In this paper, we studied the problem of secure communi-
cation over BC-RSI under the individual secrecy constgint
Compared to the joint secrecy constraint, this relaxedngett
allows for higher secure communication rates at the expehse
having a weaker notion of security. We provide some special
case results together with several achievable schemetstwhi
the characterization for the general case still remainsmas a
open problem.
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